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RESUMEN DEL CONTENIDO: (Máximo 250 palabras) 

Este trabajo desarrolla el diseño y la implementación de un filtro digital con respuesta infinita al impulso (IIR) 
en la FPGA DE0 – Nano de Altera. El diseño se realiza a partir de un filtro analógico Chebyshev con rizado en 
la banda pasante, y luego se aplica la transformación bilineal para su digitalización. Se establece la etapa de 
filtrado con el fin de eliminar el ruido gaussiano presente en la señal determinística de densidad poblacional 
de neutrones, la cual es necesaria para realizar el cálculo de reactividad nuclear. El cálculo de este parámetro 
se realiza a partir de la ecuación inversa de la cinética puntual, la cual resulta de resolver las ecuaciones de 
cinética puntual que modelan la dinámica de un reactor nuclear de potencia. La ecuación inversa de cinética 
puntual es una ecuación integro diferencial en donde está presente la integral correspondiente al histórico de 
la densidad poblacional de neutrones; esta integral se resuelve por medio del método de filtro FIR (Finite 
Impulse Response). También desarrolla el diseño y la implementación de un sistema basado en el procesador 
Nios II/f, el cual contiene diferentes núcleos como memoria RAM, núcleo de protocolo UART con el estándar 
RS-232, generador de señal de reloj y controlador en paralelo de entradas y salidas del chip. 

 

ABSTRACT: (Máximo 250 palabras) 

This work develops the design and implementation of a digital filter with infinite impulse response (IIR) in the 
Altera DE0 - Nano FPGA. The design is performed starting from an analog Chebyshev filter with ripple in the 
passband, and then the bilinear transformation is applied for its digitization. The filtering stage is established 
in order to eliminate the Gaussian noise present in the deterministic neutron population density signal, which 
is necessary to perform the nuclear reactivity calculation. The calculation of this parameter is performed from 
the inverse equation of point kinetics, which results from solving the equations of point kinetics that model 
the dynamics of a nuclear power reactor. The inverse equation of point kinetics is a differential integral 
equation where the integral corresponding to the historical neutron population density is present; this integral 
is solved by means of the FIR (Finite Impulse Response) filter method. It also develops the design and 
implementation of a system based on the Nios II/f processor, which contains different cores such as RAM 
memory, UART protocol core with the RS-232 standard, clock signal generator and parallel controller of inputs 
and outputs of the chip. 
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RESUMEN 
 
Este trabajo desarrolla el diseño y la implementación de un filtro digital con 
respuesta infinita al impulso (IIR) en la FPGA DE0 – Nano de Altera. El diseño se 
realiza a partir de un filtro analógico Chebyshev con rizado en la banda pasante, y 
luego se aplica la transformación bilineal para su digitalización. Se establece la 
etapa de filtrado con el fin de eliminar el ruido gaussiano presente en la señal 
determinística de densidad poblacional de neutrones, la cual es necesaria para 
realizar el cálculo de reactividad nuclear. El cálculo de este parámetro se realiza a 
partir de la ecuación inversa de la cinética puntual, la cual resulta de resolver las 
ecuaciones de cinética puntual que modelan la dinámica de un reactor nuclear de 
potencia. La ecuación inversa de cinética puntual es una ecuación integro diferencial 
en donde está presente la integral correspondiente al histórico de la densidad 
poblacional de neutrones; esta integral se resuelve por medio del método de filtro 
FIR (Finite Impulse Response). 
 
También desarrolla el diseño y la implementación de un sistema basado en el 
procesador Nios II/f, el cual contiene diferentes núcleos como memoria RAM, núcleo 
de protocolo UART con el estándar RS-232, generador de señal de reloj y 
controlador en paralelo de entradas y salidas del chip. 
 
Palabras clave: Reactividad Nuclear, FPGA, Filtro IIR, Filtro FIR, UART, RS-232, 
Microprocesador. 
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ABSTRACT 
 
This work develops the design and implementation of a digital filter with infinite 
impulse response (IIR) in the Altera DE0 - Nano FPGA. The design is performed 
starting from an analog Chebyshev filter with ripple in the passband, and then the 
bilinear transformation is applied for its digitization. The filtering stage is established 
in order to eliminate the Gaussian noise present in the deterministic neutron 
population density signal, which is necessary to perform the nuclear reactivity 
calculation. The calculation of this parameter is performed from the inverse equation 
of point kinetics, which results from solving the equations of point kinetics that model 
the dynamics of a nuclear power reactor. The inverse equation of point kinetics is a 
differential integral equation where the integral corresponding to the historical 
neutron population density is present; this integral is solved by means of the FIR 
(Finite Impulse Response) filter method. 
 
It also develops the design and implementation of a system based on the Nios II/f 
processor, which contains different cores such as RAM memory, UART protocol core 
with the RS-232 standard, clock signal generator and parallel controller of inputs and 
outputs of the chip. 
 
Keywords: Nuclear Reactivity, FPGA, IIR Filter, FIR Filter, UART, RS-232, 
Microprocessor. 
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1. INTRODUCCIÓN 
 
A causa del acelerado aumento de la población mundial, la búsqueda de soluciones 
energéticas sostenibles se ha vuelto primordial. La necesidad de suplir la demanda 
energética sin comprometer la integridad del planeta se ha convertido en un desafío 
apremiante. El aumento de las emisiones de dióxido de carbono y los problemas 
asociados, como el calentamiento global y la escasez de recursos hídricos, exigen 
la búsqueda de alternativas que sean respetuosas con el medio ambiente. Es 
fundamental adoptar fuentes de energía amigables con el entorno para garantizar 
un futuro sustentable y preservar un ambiente saludable para generaciones 
venideras. 
 
Las centrales nucleares destacan como una opción altamente confiable, debido a 
que, a diferencia de otras fuentes energéticas, ésta no genera emisión de gases de 
efecto invernadero y puede generar grandes cantidades de electricidad de manera 
segura y controlada. Esto se logra mediante el uso controlado del proceso de fisión 
nuclear; proceso durante el cual los átomos se descomponen liberando energía en 
forma de calor, el cual es utilizado para calentar agua y producir vapor, que 
posteriormente, es impulsado a presión para girar las turbinas de un generador 
eléctrico. 
 
No obstante, como sucede con cualquier tecnología que involucre la generación 
masiva de energía, la seguridad se convierte en un aspecto fundamental. Los 
efectos de un accidente nuclear son de gran magnitud; incluyen la emisión de 
radiación perjudicial al entorno, daños a infraestructuras, grandes pérdidas 
económicas y, en el peor de los casos, posibles pérdidas humanas. Por 
consiguiente, las centrales nucleares están sometidas a rigurosas normas y 
protocolos de seguridad para garantizar su funcionamiento en un entorno protegido 
y seguro. 
 
En lo que respecta a la seguridad de una central nuclear, conocer la reactividad es 
de gran importancia; controlar esta variable de manera precisa es fundamental para 
garantizar una operación estable y segura del reactor. Aunque no es posible medir 
directamente esta variable con un sensor, se puede calcular utilizando la ecuación 
inversa de la cinética puntual. Para realizar este cálculo, se requiere como entrada, 
la señal de densidad poblacional de neutrones, la cual se puede medir mediante 
cámaras de ionización ubicadas cerca del núcleo del reactor. Sin embargo, esta 
señal de entrada es afectada por un ruido gaussiano, lo que hace necesario 
implementar una etapa de filtrado antes de realizar el cálculo. Es importante 
destacar que la señal de densidad poblacional de neutrones está directamente 
relacionada con la potencia eléctrica generada, lo que permite también, calcular la 
reactividad a partir de este parámetro. 
 
Para realizar el proceso de filtrado de manera eficiente, es recomendable utilizar un 
procesador especializado en el tratamiento digital de señales, que esté equipado 
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con núcleos y bloques diseñados específicamente para llevar a cabo cálculos 
numéricos intensivos. En este proyecto, se ha optado por implementar un filtro 
digital con respuesta finita al impulso en un sistema basado en el procesador Nios 
II/f. Este sistema se encuentra embebido en la placa de desarrollo DE0-Nano, que 
cuenta con la FPGA Cyclone IV EP4CE22F17C6N. Además, se ha establecido 
comunicación serial entre el dispositivo y el ordenador para facilitar la transferencia 
de datos de manera eficiente. 
 

2. OBJETIVOS 
 
2.1. Objetivo General 
 
Implementar un filtro digital Chebyshev tipo 1 en la FPGA DE0-Nano para atenuar 
el ruido gaussiano presente en una señal de prueba determinística correspondiente 
a la potencia eléctrica, con el fin de utilizar la señal resultante para calcular la 
reactividad nuclear mediante un filtro con respuesta finita al impulso. 
 
2.2. Objetivos Específicos 
 

• Realizar una revisión bibliográfica sobre filtros digitales y sus aplicaciones en 
el procesamiento digital de señales; también sobre el cálculo de la reactividad 
nuclear y el diseño e implementación de reactímetros. 

 

• Estudiar el funcionamiento y características del filtro digital Chebyshev tipo 1 
y su implementación en la FPGA DE0-Nano. 
 

• Realizar el diseño del sistema basado en el procesador Nios II con ayuda de 
la herramienta Qsys del software Quartus II. 
 

• Diseñar el filtro IIR basado en el prototipo analógico por medio de su análisis 
en frecuencia y utilizar la transformación bilineal para su digitalización. 
 

• Realizar pruebas y ajustes del filtro digital para optimizar su rendimiento en 
la atenuación del ruido gaussiano presente en la señal de potencia. 
 

• Establecer la comunicación serial entre el computador y la FPGA mediante 
el protocolo RS-232 de comunicación UART para facilitar el envío de la señal 
resultante y su posterior análisis. 
 

• Desarrollar el código en lenguaje C que realice el filtrado de la señal de 
potencia mediante la ecuación en diferencias del filtro Chebyshev tipo 1 
haciendo uso de la herramienta Nios II Sooftware Build Tools for Eclipse; 
también que efectúe la recepción de la señal de potencia con ruido y la 
transmisión la señal filtrada. 
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• Evaluar el desempeño del filtro digital implementado en términos de precisión 
y eficiencia en la atenuación del ruido gaussiano. 
 

 
3. MARCO TEÓRICO 

 
Para el desarrollo de este proyecto, es necesario comprender conceptos 
relacionados con la energía nuclear, la física computacional y el procesamiento 
digital de señales. 
 
Es importante desarrollar el concepto de la Ecuación Inversa de la Cinética Puntual, 
que es la ecuación matemática que permite realizar el cálculo de la reactividad 
nuclear a partir de la señal de densidad poblacional de neutrones. También se debe 
analizar el por qué es necesario añadir una etapa de filtrado en el sistema 
procesamiento de señales en un reactor de potencia. 
 
Es preciso estudiar los fundamentos de las FPGA, descripción y principios del 
procesador Nios II, y las bases teóricas de los filtros digitales. Además de esto, 
también es importante comprender las características de los filtros IIR, como su 
diagrama de bloques y la ecuación en diferencias que lo define. 
 
4.1. Ecuación Inversa de la Cinética Puntual 
 
Las ecuaciones que describen la dinámica de un reactor son conocidas como las 
ecuaciones de la cinética puntual. Estas ecuaciones, obtenidas a partir de la 
ecuación de difusión de neutrones, representan la evolución temporal de la 
distribución de neutrones y la concentración de precursores de neutrones 
retardados, donde la reactividad es una variable en función del tiempo y se denota 
𝜌(𝑡) [4]. Las ecuaciones de la cinética puntual son las siguientes: 
 

𝑑𝑃(𝑡)

𝑑𝑡
= [

𝜌(𝑡) − 𝛽

Λ
] 𝑃(𝑡) + ∑ λ𝑖𝐶𝑖(𝑡)

6

𝑖=1

 
 

(4.1.1) 

 
𝑑𝐶𝑖(𝑡)

𝑑𝑡
=

𝛽𝑖

Λ
𝑃(𝑡) − λ𝑖𝐶𝑖(𝑡) 

 
(4.1.2) 

 
Con condiciones iniciales: 
 

𝑃(𝑡 = 0) = 𝑃0 (4.1.3) 
 

𝐶𝑖(𝑡 = 0) =
𝛽𝑖

Λλ𝑖
𝑃0 

 
(4.1.4) 
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Donde 𝐶𝑖(𝑡) es la concentración del 𝑖 − é𝑠𝑖𝑚𝑜 grupo de precursores de neutrones 
retardados; 𝑃(𝑡) es la densidad poblacional de neutrones (directamente 
proporcional a la potencia nuclear); 𝜌(𝑡) es la reactividad nuclear; Λ es el tiempo de 
generación de neutrones; 𝛽𝑖 es la fracción efectiva del 𝑖 − é𝑠𝑖𝑚𝑜 grupo de neutrones 

retardados; 𝛽 es la fracción efectiva total de neutrones retardados (𝛽 = ∑ 𝛽𝑖); λ𝑖 es 
la constante de decaimiento del 𝑖 − é𝑠𝑖𝑚𝑜 grupo de precursores de neutrones 
retardados. 
 
Para hallar la ecuación inversa de la cinética puntual, primero se despeja 𝜌(𝑡) de la 
ecuación (4.1.1) 

𝜌(𝑡) =  
Λ

𝑃(𝑡)

𝑑𝑃(𝑡)

𝑑𝑡
−

Λ

𝑃(𝑡)
∑[λ𝑖𝐶𝑖(𝑡)] +

6

𝑖=1

𝛽 
 

(4.1.5) 

 
Sin embargo, es necesario conocer 𝐶𝑖(𝑡); para ello, se despeja este parámetro de 
la ecuación (4.1.2) 
 

𝑑𝐶𝑖(𝑡)

𝑑𝑡
+ λ𝑖𝐶𝑖(𝑡) =

𝛽𝑖

Λ
𝑃(𝑡) 

(4.1.6) 

 
Para resolver esta ecuación diferencial, se aplica el método del factor integrante y 
se obtiene como resultado 
 

𝐶𝑖(𝑡) = 𝑒− ∫ λ𝑖𝑑𝑡 [∫
𝛽𝑖

Λ
𝑃(𝑡)𝑒λ𝑖𝑡𝑑𝑡 + 𝐶] 

(4.1.7) 

 
Donde 𝐶 es la condición inicial de la ecuación diferencial. Reemplazando C y 
definiendo la integral, resulta 
 

𝐶𝑖(𝑡) = 𝑒−λ𝑖𝑡 [∫
𝛽𝑖

Λ
𝑃(𝑡′)𝑒λ𝑖𝑡′

𝑑𝑡′
𝑡

0

+
𝛽𝑖

Λλ𝑖
𝑃0] 

 
(4.1.8) 

 
Resolviendo y reacomodando términos 
 

𝐶𝑖(𝑡) =
𝛽𝑖

Λ
∫ 𝑃(𝑡′)𝑒−λ𝑖(𝑡−𝑡′)𝑑𝑡′

𝑡

0

+
𝛽𝑖

Λλ𝑖
𝑃0𝑒−λ𝑖𝑡 

 
(4.1.9) 

 
Reemplazando la ecuación (4.1.9) en la ecuación (4.1.5) se llega a la Ecuación 
Inversa de la Cinética Puntual 
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𝜌(𝑡) =  𝛽 +
Λ

𝑃(𝑡)

𝑑𝑃(𝑡)

𝑑𝑡
−

𝑃0

𝑃(𝑡)
∑ 𝛽𝑖𝑒

−λ𝑖𝑡

6

𝑖=1

−
1

𝑃(𝑡)
∑ ∫ λ𝑖𝛽𝑖𝑃(𝑡′)𝑒−λ𝑖(𝑡−𝑡′)𝑑𝑡′

𝑡

0

6

𝑖=1

 

 
 

(4.1.10) 

 
Sin embargo, resolver esta ecuación para cualquier forma de 𝑃(𝑡) supondría un 
coste computacional altísimo; es por esto, que la literatura propone métodos de 
aproximación para resolver esta ecuación integro-diferencial, uno de ellos el método 
de Filtro FIR desarrollado y propuesto en el artículo Calculation of reactivity using a 
Finite Impulse Response Filter que realiza la aproximación con la siguiente ecuación 
 

𝜌(𝑡) =  𝛽 +
Λ

𝑃(𝑡)

𝑑𝑃(𝑡)

𝑑𝑡
−

𝑃0

𝑃(𝑡)
∑ 𝛽𝑖𝑒

−λ𝑖𝑡

6

𝑖=1

−
𝑇

𝑃(𝑡)
[(∑ λ𝑖𝛽𝑖ℎ𝑖

6

𝑖=6

) ∗ 𝑃(𝑡)] 
 

(4.1.11) 

 
En donde 𝑇 es el periodo de muestreo de la señal y ℎ𝑖 es la respuesta al impulso de 
la densidad poblacional de neutrones. 
 
Se simula esta ecuación en Matlab y de esta manera se calcula la reactividad 
nuclear para cualquier señal de entrada en el sistema, que, para este proyecto, es 
de forma exponencial. 
 
4.2. Ruido Gaussiano en la señal determinística 
 
Para superar los retos de seguridad que supone la energía nuclear, las centrales 
nucleares cuentan con sofisticados sistemas de control e instrumentación que 
mantiene la operación del reactor dentro de los límites seguros. Para medir la 
densidad poblacional de neutrones, los reactores cuentan con unas cámaras de 
ionización cerca al núcleo. Estas cámaras están principalmente compuestas por un 
volumen de gas y dos electrodos ligeramente separados, que son alimentados con 
un potencial constante mediante una batería. Cuando la cámara es alcanzada por 
una dosis suficientemente elevada de radiación ionizante, los iones y electrones 
producidos son emitidos continuamente hacia los electrodos, lo que produce una 
corriente constante. La intensidad de la corriente iónica constituye una medida 
directa de la cantidad partículas ionizantes que ingresan a la cámara y, en 
consecuencia, de la intensidad de la radiación [5]. El problema radica en que la 
corriente generada es afectada por un ruido gaussiano, producido por la 
aleatoriedad de las partículas ionizantes que salen del núcleo del reactor. 
 
Para simular este ruido gaussiano, se crea una función que calcule el promedio de 
la señal de potencia cada diez muestras; el resultado se multiplica por un valor de 
desviación estándar y un número aleatorio extraído de la distribución normal 
estándar (para ello se emplea la función randn de Matlab). 
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4.3. Filtro Digital IIR 
 
Los filtros IIR, a diferencia de los filtros FIR, son filtros recursivos, lo que quiere decir 
que la salida en un instante determinado depende de la salida en instantes 
anteriores, lo que quiere decir que existe una realimentación entre los datos de 
salida y entrada [1]. Como consecuencia a lo anterior, su respuesta al impulso se 
debe calcular recursivamente, y por lo general es infinita. Su ecuación en diferencias 
está dada por la siguiente ecuación: 
 

𝑦[𝑛] =  − ∑ 𝑎𝑘𝑦[𝑛 − 𝑖] + ∑ 𝑏𝑘𝑥[𝑛 − 𝑗]

𝑀

𝑗=0

𝑁

𝑖=1

 
 

(4.3.1) 

 
El esquema gráfico del filtro IIR está dado de la siguiente forma: 
 
Fuente: Tratamiento Digital de Señales. John G. Proakis & Dimitris G. Manolakis 

 
Figura 1. Diagrama de Bloques de Filtro IIR. 
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Dentro de las principales ventajas que tienen los filtros IIR se encuentra que se 
consiguen filtros con mayor factor de atenuación con un menor número de 
coeficientes; esto se debe a la recursividad de su estructura, lo que permite tener 
ceros y polos en su función de transferencia. Otra de sus ventajas es que tienen 
una muy buena resolución a bajas frecuencias; a diferencia de los filtros FIR, que 
para bajas frecuencias requieren un gran número de coeficientes produciendo un 
retardo significativo. A parte de esto, los filtros IIR pueden ser diseñados a partir de 
prototipos analógicos, como por ejemplo filtros Butterworth, Chebyshev, Elíptico o 
Bessel; lo cual representa una gran ventaja debido a que la electrónica analógica 
ya se ha desarrollado durante bastante tiempo y con muy buenos resultados. 
 
Sin embargo, estos filtros también presentan algunos inconvenientes en su diseño; 
como, por ejemplo, que la presencia de polos puede producir inestabilidades, lo cual 
requiere un buen estudio de éste parámetro a través de la transformada Z. Además, 
los filtros IIR no garantizan que la fase de su función de transferencia sea lineal y, 
al ser filtros recursivos, este tipo de filtro digital requiere una implementación en 
hardware más compleja que en el caso de los filtros FIR. Finalmente, en 
comparación con los filtros FIR, éstos son más afectados por los problemas de 
redondeo; y se debe a que la posición de los polos y los ceros no es precisamente 
en donde se calculó, sino que, están ligeramente movidos debido a la aproximación. 
 
4.4. Field Programmable Gate Arrays (FPGA) 
 
Field Programmable Gate Arrays (FPGA) son una serie de circuitos integrados (ICs 
– Integrated Circuits) que contienen bloques conformados por compuertas lógicas 
configurables (o programables) junto con interconexiones igualmente configurables 
entre estos bloques. 
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Fuente: Architecture of Field-Programmable Gate Arrays. (Jonathan Rose., et al.) 

 
Figura 2. Arquitectura de un chip FPGA 

 
Dependiendo de la forma en la que estén fabricadas, algunas FPGA pueden 
programarse una sola vez, sin embargo, también existen FPGA que son 
reprogramables. 
 
La tarjeta de desarrollo que se usó para la implementación de este proyecto fue la 
FPGA DE0 – Nano desarrollada por Altera/Intel, la cual contiene el chip FPGA Altera 
Cyclone IV EP4CE22F17C6N. 
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Fuente: DE0-Nano User Manual. Altera. 

 
Figura 3. Placa de Desarrollo DE0-Nano 

 
La tarjeta DE0-Nano brinda una plataforma de desarrollo FPGA de tamaño 
compacto, muy adecuada para una amplia gama de proyectos de diseño portátil. Y 
gracias a sus periféricos, es una muy buena elección al momento de incursionar en 
el mundo de estos chips. 
 
4.4.1 Procesador Nios II/f 
 
El procesador Nios II/f es un procesador desarrollado por Altera/Intel con estructura 
RISC (Reduced Instruction Set Computer). A parte de ser un microprocesador 
altamente configurable, es una buena herramienta para aplicaciones de procesado 
digital de señales. 
 
Este procesador cuenta con un conjunto completo de instrucciones de 32 bits, ruta 
de datos y espacio de direcciones. Además, contiene 32 registros de propósito 
general y conjuntos opcionales de registro sombra. En total, cuenta con 32 fuentes 
de interrupción; sin embargo, lo que lo hace un procesador fuerte para el 
procesamiento digital de datos, es que cuenta con un conjunto de instrucciones 
únicamente dedicas a calcular productos de multiplicación de 64 y 128 bits; además 
de contar también con instrucciones opcionales de punto flotante para operaciones 
de punto flotante de precisión simple.  
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Este procesador también cuenta con acceso a distintos periféricos del chip, e 
interfaces a memorias y periféricos fuera del chip, lo que lo hace especialmente 
rápido en la recepción y envío de datos. También contiene un desplazador de barril 
de una sola instrucción, lo que permite realizar desplazamiento de bits de manera 
rápida y eficiente. La función principal del desplazador de barril es desplazar una 
secuencia de bits hacia la izquierda o hacia la derecha, de forma paralela y en un 
solo ciclo de reloj. Debido a esto, su rendimiento es de hasta 250 DMIPS (Dhrystone 
Million Instruction Per Second). 
 
Respecto a sus unidades, el procesador Nios II cuenta con Unidad de Aministración 
de memoria (del inglés Memory Management Unit, MMU) opcional, esto con el fin 
de admitir sistemas operativos que lo requieran. También cuenta con Unidad de 
Protección de Memoria y con Unidad de Protecciones de Memoria (del inglés 
Memory Protection Unit, MPU). 
 
El procesador cuenta con una arquitectura de Conjunto de Instrucciones (del inglés 
Instruction Set Architecture, ISA), y está definida por las siguientes unidades: 
 

• Archivo de Registro. 

• Unidad Aritmética Lógica (Arithmetic Logic Uniy, ALU). 

• Interfaz para la lógica de instrucciones personalizadas. 

• Controlador de Excepciones. 

• Controlador de interrupciones interno o externo. 

• Bus de instrucciones. 

• Bus de datos. 

• Unidad de Gestión de Memoria. (Memory Management Unit, MMU). 

• Unidad de Protección de Memoria (Memory Protection Unit, MPU). 

• Memoria caché de instrucciones y datos. 

• Interfaces de memoria acoplada estrechamente para instrucciones y datos. 

• Módulo de depuración JTAG (Join Test Action Group). 
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Fuente: Nios II Processor Reference. Intel. 

 
Figura 4. Diagrama de Bloques del Núcleo del Procesador Nios II. 

 
El procesador cuenta con un entorno de desarrollo de software basado en la cadena 
de herramientas GNU C/C++ y las Herramientas de Compilación de Software por 
Eclipse (del inglés Software Build Tools, SBT for Eclipse). Esto supone una gran 
ventaja debido a que facilita su uso y programación. 
 
Sin embargo, este procesador puede ser configurado con diferentes núcleos, es 
decir, se puede escoger entre los núcleos Nios II/e, Nios II/s o Nios II/f. Para esta 
aplicación se decide utilizar el núcleo Nios II/f que cuenta con el mayor número de 
ventajas. 
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Fuente: Autor. 

 
Figura 5. Configuración del núcleo del Procesador Nios II. 

 
En comparación con el núcleo Nios II/s, el núcleo Nios II/f incorpora el desplazador 
de barril, caché de datos, rama dinámica y predicción. Este núcleo es la mejor 
opción que se puede elegir y es ideal para la aplicación que se desarrolla.  
 
4.4.2. Compilador de Lenguaje C 
 
Para la configuración del procesador en Lenguaje C, se utiliza la herramienta 
Software Build Tools for Eclipse. Esta herramienta es un entorno de desarrollo 
integrado (en inglés Integrated Development Environment, IDE) basado en Eclipse 
que se utiliza en el desarrollo de software para sistemas embebidos. Esta 
herramienta proporciona una interfaz gráfica y funcionalidades avanzadas para la 
programación, depuración y compilación de código C/C++ para sistemas 
embebidos; con ella es posible crear, modificar y depurar proyectos de software, así 
como gestionar las bibliotecas y dependencias necesarias para el correcto 
funcionamiento. 
 

5. ANÁLISIS FRECUENCIAL DE SEÑAL DETERMINÍSTICA 
 
Al momento de implementar una etapa de filtrado en un sistema, es importante 
realizar un buen análisis frecuencial; esto permite identificar las frecuencias 
presentes en la señal y determinar los componentes de interés que se desean 
preservar y/o eliminar mediante el filtrado. 
 
Además, el análisis frecuencial ayuda a determinar qué tipo de filtro es el más 
apropiado para el procesamiento de la señal. Dependiendo de las características 
del espectro, se pueden elegir filtros pasa-bajas, pasa-banda, rechazo-banda, pasa-
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altas o de fase lineal, con el objetivo de lograr la atenuación o fase requeridas para 
la aplicación. 
 
Al analizar la señal en el dominio de la frecuencia, se pueden establecer los 
requisitos de atenuación, banda(s) de transición y respuesta en frecuencia 
necesarios para la aplicación. Esto permite realizar un diseño óptimo del filtro, 
seleccionando los parámetros adecuados, como la frecuencia de corte, la pendiente 
de atenuación y orden del filtro. 
 
Para realizar el análisis frecuencia de la señal determinística, se emplea la función 
fft de Matlab que aplica Transformada Rápido de Fourier. Primeramente, se analiza 
la señal sin ruido para observar sus mayores componentes frecuenciales. 
 
Fuente: Autor 

 
Figura 6. Transformada Rápida de Fourier de la señal sin ruido 

 
Se observa que la señal contiene la mayor parte de su información en los 
componentes de baja frecuencia. Sin embargo, para localizar los espectros de 
distorsión, se añade un ruido gaussiano con una desviación estándar de 0.5 y se 
realiza su análisis frecuencial. 
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Fuente: Autor 

 
Figura 7. Transformada Rápida de Fourier de la señal con ruido. 

 
Con este análisis, se concluye que lo más conveniente para eliminar el ruido, es 
implementar un filtro pasa-bajas con frecuencia de corte muy baja; pues se 
determina que la mayor parte del ruido está presente en los espectros de alta 
frecuencia. 
 

6. DISEÑO 
 
6.1. Diseño del Filtro Digital IIR 
 
Para diseñar el filtro digital IIR Chebyshev con rizado en la banda pasante, 
primeramente, se deben especificar cuatro parámetros de diseño, los cuales se 
escogen a partir del análisis frecuencial anterior. Estos parámetros son: 
 

𝐴𝑝 → 𝐴𝑡𝑒𝑛𝑢𝑎𝑐𝑖ó𝑛 𝑒𝑛 𝑑𝑒𝑐𝑖𝑏𝑒𝑙𝑒𝑠 𝑒𝑛 𝑙𝑎 𝑏𝑎𝑛𝑑𝑎 𝑑𝑒 𝑝𝑎𝑠𝑜 

𝐴𝑠 → 𝐴𝑡𝑒𝑛𝑢𝑎𝑐𝑖ó𝑛 𝑒𝑛 𝑑𝑒𝑐𝑖𝑏𝑒𝑙𝑒𝑠 𝑒𝑛 𝑙𝑎 𝑏𝑎𝑛𝑑𝑎 𝑑𝑒 𝑟𝑒𝑐ℎ𝑎𝑧𝑜 
𝑓𝑝 → 𝐹𝑟𝑒𝑐𝑢𝑒𝑛𝑐𝑖𝑎 𝑎 𝑙𝑎 𝑐𝑢𝑎𝑙 𝑠𝑒 𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑎 𝐴𝑝 

𝑓𝑠 → 𝐹𝑟𝑒𝑐𝑢𝑒𝑛𝑐𝑖𝑎 𝑎 𝑙𝑎 𝑐𝑢𝑎𝑙 𝑠𝑒 𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑎 𝐴𝑠 
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Fuente: Diseño Electrónico. (Savant JR., et al.) 

 
Figura 8. Ejemplo de parámetros de diseño de filtro Chebyshev Analógico 

 
Según el análisis frecuencial previo, se escogieron los siguientes parámetros de 
diseño para la implementación del filtro: 
 

𝐴𝑝 = 1 𝑑𝐵 (6.1.1) 

𝐴𝑠 = 20 𝑑𝐵 (6.1.2) 

𝑓𝑝 = 0.2 𝐻𝑧 → 𝑤𝑝 ≈ 1.256 𝑟𝑎𝑑/𝑠 (6.1.3) 

𝑓𝑠 = 0.5 𝐻𝑧 → 𝑤𝑠 ≈ 3.1416 𝑟𝑎𝑑/𝑠 (6.1.4) 
 
Para realizar el diseño de forma analógica se deben seguir los siguientes pasos: 
 

1. Calcular el Factor de rizado. 
2. Determinar el orden del filtro requerido. 
3. Hallar los polos de la función de transferencia. 
4. Determinar la Función de Transferencia. 

 
6.1.1. Factor de Rizado 
 
El parámetro ϵ determinar el rizado en la banda de paso del filtro analógico, y se 
calcula con la siguiente ecuación: 
 

𝜖 = √100.1𝐴𝑝 − 1 (6.1.1.1) 

 
Reemplazando el parámetro 𝐴𝑝 se obtiene: 

 

𝜖 = √100.1(1 𝑑𝐵) − 1 (6.1.1.2) 

𝜖 = 0.508847 (6.1.1.3) 
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6.1.2. Orden del Filtro 
 
El orden del filtro es un número entero positivo que indica la cantidad de etapas 
necesarias para implementar el filtro; a medida que este parámetro aumenta, se 
puede lograr una mayor selectividad en la eliminación (o atenuación) de las 
frecuencias no deseadas, pero a su vez, también aumenta la complejidad de la 
implementación y del coste computacional. Es muy importante seleccionar este 
parámetro de manera adecuada con el fin de satisfacer los requisitos de la 
aplicación en términos de precisión, coste computacional y atenuación. Para 
calcularlo, se emplea la siguiente ecuación: 
 

𝑛 ≥

𝑐𝑜𝑠ℎ−1 (√100.1𝐴𝑠 − 1
100.1𝐴𝑝 − 1

)

𝑐𝑜𝑠ℎ−1 (
𝜔𝑠

𝜔𝑝
)

 

 
 
(6.1.2.1) 

 
Reemplazando todos los parámetros se obtiene el siguiente resultado: 
 

𝑛 ≥

𝑐𝑜𝑠ℎ−1 (√100.1(20 𝑑𝐵) − 1
100.1(1 𝑑𝐵) − 1

)

𝑐𝑜𝑠ℎ−1 (
 3.1416 𝑟𝑎𝑑/𝑠
 1.256 𝑟𝑎𝑑/𝑠

)
 

 
 
(6.1.2.2) 

 
𝑛 ≥ 2.33961 

 
(6.1.2.3) 

 
𝑛 = 3 

 
(6.1.2.4) 

 
El filtro debe ser mínimo de tercer orden teniendo en cuenta las magnitudes de 
atenuación y frecuencias de corte que se eligieron para esta aplicación. 
 
6.1.3. Polos de la Función de Transferencia 
 
Los polos de una función de transferencia son los valores en el plano complejo que 
hacen que una función de transferencia tienda a infinito y son una parte esencial del 
análisis y diseño de sistemas de control; además, los polos están estrechamente 
relacionados con la resonancia y estabilidad de los filtros digitales y analógicos. Los 
polos del filtro Chebyshev están dados por la siguiente ecuación: 
 

𝑃𝑘 = −𝜔𝑝sin (
2𝑘 − 1

𝑛

𝜋

2
) 𝑠𝑖𝑛ℎ (

1

𝑛
𝑠𝑖𝑛ℎ−1 (

1

𝜖
))

+ 𝑗 𝜔𝑝cos (
2𝑘 − 1

𝑛

𝜋

2
) 𝑐𝑜𝑠ℎ (

1

𝑛
𝑠𝑖𝑛ℎ−1 (

1

𝜖
))    𝑘 = 1, 2, … , 𝑛 

 
 
(6.1.3.1) 
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Se aplica la fórmula para cada uno de los valores de k, para hallar la posición en el 
plano complejo de los tres polos: 

𝑃1 = −(1.256 𝑟𝑎𝑑/𝑠)sin (
2(1) − 1

3

𝜋

2
) 𝑠𝑖𝑛ℎ (

1

3
𝑠𝑖𝑛ℎ−1 (

1

0.508847
)) + 

𝑗 (1.256 𝑟𝑎𝑑/𝑠)cos (
2(1) − 1

3

𝜋

2
) 𝑐𝑜𝑠ℎ (

1

3
𝑠𝑖𝑛ℎ−1 (

1

0.508847
)) 

 

 
 

(6.1.3.2) 

𝑃1 = −0.3105 +  𝑗1.2139 (6.1.3.3) 
 

𝑃2 = −(1.256 𝑟𝑎𝑑/𝑠)sin (
2(2) − 1

3

𝜋

2
) 𝑠𝑖𝑛ℎ (

1

3
𝑠𝑖𝑛ℎ−1 (

1

0.508847
)) + 

𝑗 (1.256 𝑟𝑎𝑑/𝑠)cos (
2(2) − 1

3

𝜋

2
) 𝑐𝑜𝑠ℎ (

1

3
𝑠𝑖𝑛ℎ−1 (

1

0.508847
)) 

 

 
 

(6.1.3.4) 

𝑃2 = −0.6210 (6.1.3.5) 

 

𝑃3 = −(1.256 𝑟𝑎𝑑/𝑠)sin (
2(3) − 1

3

𝜋

2
) 𝑠𝑖𝑛ℎ (

1

3
𝑠𝑖𝑛ℎ−1 (

1

0.508847
)) + 

𝑗 (1.256 𝑟𝑎𝑑/𝑠)cos (
2(3) − 1

3

𝜋

2
) 𝑐𝑜𝑠ℎ (

1

3
𝑠𝑖𝑛ℎ−1 (

1

0.508847
)) 

 

 
 

(6.1.3.6) 

𝑃3 = −0.3105 −  𝑗1.2139 (6.1.3.7) 
 
6.1.4. Función de Transferencia 
 
Una vez se obtiene la posición de todos los polos, la función de transferencia del 
filtro Chebyshev está descrita por la siguiente ecuación: 
 

𝑇(𝑠) =
𝐾𝜔𝑝

𝑛

𝜖2𝑛−1(𝑠 − 𝑃1)(𝑠 − 𝑃2) … (𝑠 − 𝑃𝑛)
 

(6.1.4.1) 

 
Donde K es la ganancia que se requiere que tenga el filtro en corriente directa; 
para esta aplicación, se hace igual a uno, por lo que se tiene: 
 

𝑇(𝑠) =
𝜔𝑝

𝑛

𝜖2𝑛−1(𝑠 − 𝑃1)(𝑠 − 𝑃2) … (𝑠 − 𝑃𝑛)
 

(6.1.4.2) 

 
Reemplazando todas las variables, la función de transferencia del filtro Chebyshev 
analógico es: 
 

𝑇(𝑠) =
0.9750

(𝑠2 + 0.6210𝑠 + 1.5700)(𝑠 + 0.6210)
 

(6.1.4.3) 
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Se simula esta función de transferencia en Matlab para verificar si el filtro 
analógico cumple con los parámetros propuestos. 
 
Con esta respuesta en frecuencia de la magnitud y la fase se comprueba que el 
filtro analógico cumple con los parámetros establecidos. 
 
6.1.5. Transformación Bilineal 
 
La transformación bilineal es un método utilizado para convertir una función de 
transferencia analógica en una función de transferencia digital. Esta transformación 
mapea el eje imaginario 𝑗Ω del plano s de la frecuencia analógica al círculo unitario 
en el plano z de la frecuencia digital. Este mapeo evita el efecto aliasing de 
frecuencia al limitar la frecuencia más alta a la mitad de la frecuencia de muestreo. 
Es importante tener en cuenta que la transformación bilineal es una transformación 
no lineal, por lo que no preserva exactamente la forma de la respuesta en frecuencia 
del filtro analógico original. 
 
Esta transformación es ampliamente utilizada en el diseño de filtros digitales IIR a 
partir de prototipos de filtros analógicos, ya que permite obtener una respuesta en 
frecuencia similar a la del filtro original y garantiza la estabilidad del filtro digital 
resultante.  
 

𝑠 =
2

𝑇

𝑧 − 1

𝑧 + 1
 

 
(6.1.5.1) 

 
 Aplicando la transformación bilineal a la función de transferencia del filtro analógico 
se obtiene: 
 

𝑇(𝑧) =
0.9750

(
2
𝑇

𝑧 − 1
𝑧 + 1)

3

+ 1.2420 (
2
𝑇

𝑧 − 1
𝑧 + 1)

2

+ 1.9556 (
2
𝑇

𝑧 − 1
𝑧 + 1) + 0.9750

 

 

 
(6.1.5.2) 

 
Para esta aplicación, la frecuencia de muestreo es de 100 Hz, por lo que el periodo 
de muestreo es 𝑇 = 0.01𝑠. Reemplazando este valor en la ecuación (6.1.5.2): 
 

𝑇(𝑧) =
0.9750

(
2

0.01
𝑧 − 1
𝑧 + 1)

3

+ 1.2420 (
2

0.01
𝑧 − 1
𝑧 + 1)

2

+ 1.9556 (
2

0.01
𝑧 − 1
𝑧 + 1) + 0.9750

 
 

(6.1.5.3) 

 
Función de transferencia digital: 
 

𝑇(𝑧) =
(1.2111𝑒−7)𝑧3 + (3.633𝑒−7)𝑧2 + (3.633𝑒−7)𝑧 + 1.2111𝑒−7

𝑧3 − 2.9875𝑧2 + 2.9751𝑧 − 0.9877
 

(6.1.5.4) 
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Una vez obtenido todos los coeficientes del filtro digital, se simula esta función de 
transferencia en Matlab para verificar si el filtro digital obtenido cumple con los 
parámetros. 
 

 
Figura 9. Respuesta Analógica y Digital del Filtro Chebyshev diseñado. 

 
Se observa que el filtro digital cumple con los parámetros establecidos, sin 
embargo, éste presenta un desfase de aproximadamente -270°, por lo que en la 
señal de salida del filtro se espera un retraso respecto a la señal de entrada. 
 
6.2. Diseño del Sistema 
 
El sistema embebido requiere principalmente, una Unidad Central de 
Procesamiento que será la encargada de todo el cálculo y manejo de datos; también 
se necesita una Unidad de Memoria de Acceso Aleatorio (del inglés Random Access 
Memory, RAM) que se encargue del almacenamiento a corto plazo de toda la 
información. Además de eso, requiere un núcleo que establezca la comunicación 
serial entre la FPGA y el computador; para eso, se añade el núcleo de protocolo 
UART con el estándar RS-232, para la transmisión y recepción de las señales. Sin 
embargo, el computador solo cuenta con entrada USB, por lo que es necesario 
conectar un periférico externo que se encargue de la conversión de datos de UART 
a USB. Asimismo, se añade un núcleo que controlo las entradas y salidas de 
propósito general; si bien, esta unidad no es estrictamente necesaria para la 
aplicación, se añade con el fin de corroborar el funcionamiento adecuado del 
sistema. Finalmente, se añade la fuente de reloj para que todos los núcleos 
funcionen armónicamente. 
 
Fuente: Autor 
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Figura 11. Sistema Diseñado 

 
6.2.1. Fuente de Reloj 
 
La fuente de reloj es un circuito que genera una señal periódica que se utiliza para 
sincronizar la operación de otros circuitos en un sistema digital. La señal que genera 
se utiliza para establecer la tasa de procesamiento en el sistema y para controlar el 
momento en el que se producen los intercambios de datos. En los sistemas digitales 
complejos, la fuente de reloj es una parte muy importante del diseño del sistema, ya 
que puede afectar el rendimiento y la precisión de éste.  
 
Para esta aplicación, se usa el reloj que trae la tarjeta FPGA DE0-Nano el cual 
funciona a una frecuencia de 50 MHz. 
 
6.2.2. Procesador Nios II/f 
 
El núcleo Nios II/f está diseñado para un alto rendimiento de ejecución, y fue 
diseñado con el objetivo de maximizar la eficiencia de ejecución de instrucciones 
por ciclo y de optimizar la latencia de las interrupciones; es por esta razón que este 
núcleo es óptimo para aplicaciones de rendimiento crítico, así como para 
aplicaciones que requieran grandes cantidades de código y datos. 
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Por otra parte, este núcleo proporciona diversas opciones de Unidad Aritmética 
Lógica para mejorar el rendimiento de las multiplicaciones, divisiones y 
desplazamiento de bits. 
 
En cuanto a su rendimiento de procesamiento de datos, el Nios II/f brinda la opción 
de un bloque DSP que permite usar los multiplicadores y sumadores embebidos en 
el dispositivo.  También permite crear multiplicadores a partir de los elementos 
lógicos disponibles en la FPGA; esto supone una gran ventaja para esta aplicación, 
puesto que el filtrado de una señal es un conjunto de multiplicaciones y sumas de 
datos de entrada y salida. Al tener un bloque exclusivamente para resolver estas 
operaciones brinda mayor rendimiento y optimización de recursos en el cálculo. 
 
6.2.3. Memoria RAM interna 
 
La memoria RAM (Random Access Memory) es un tipo de memoria volátil utilizada 
en sistemas computacionales para almacenar y acceder ´rápidamente a datos de 
forma temporal. Es un componente esencial, ya que proporciona un espacio de 
almacenamiento rápido y de acceso aleatorio para el procesador y otros 
dispositivos. Esta memoria se compone de celdas de almacenamiento que pueden 
ser leídas y escritas (en inglés readable and writable) de manera directa, lo que le 
brinda velocidad en el acceso a los datos. La información almacenada en la 
memoria RAM se pierden cuando el sistema queda sin energía, por lo que es 
utilizada principalmente para almacenar programas de ejecución, datos temporales 
y datos que necesitan acceso rápido. La capacidad y velocidad de la memoria RAM 
tienen una importancia significativa en el rendimiento general del sistema, y es una 
parte fundamental en la arquitectura de cualquier dispositivo computacional. 
 
Para la implementación de este sistema, se usa el bloque de memoria On-Chip 
configurada como memoria RAM. Las memorias en chip tienen un tiempo de acceso 
rápido en comparación con las memorias fuera del chip, además de esto, Qsys 
instala automáticamente la memoria dentro del sistema, por lo que no es necesario 
realizar ninguna conexión externa manual. Por otra parte, algunos bloques de 
memoria pueden tener contenidos inicializados cuando se enciende la FPGA. Esta 
característica es útil, por ejemplo, para almacenar constantes de datos o códigos de 
arranque del procesador. Otra ventaja relevante, es que las memorias internas 
soportan accesos a doble puerto, permitiendo a dos hosts acceder a la misma 
memoria simultáneamente. 
 
La memoria RAM utilizada en este proyecto tiene un tamaño total de 32768 bytes y 
un ancho de datos de 32 bits. 
 
 
Fuente: Autor 
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Figura 12. Configuración de Memoria Interna 

 
6.2.4. Protocolo UART 
 
El núcleo UART implementa la lógica de transmisión y recepción asíncrona RS-232. 
Este núcleo envía y recibe datos serie a través de los puertos TXD y RXD. Los 
búferes de entrada y salida de la mayoría de las familias de FPGAs Intel no cumplen 
con los niveles de voltaje RS-232, y pueden dañarse si son accionados directamente 
por señales de un conector de este tipo. Para cumplir con las especificaciones de 
señalización de voltaje RS-232, se requiere un búfer externo de cambio de nivel 
entre los pines E/S de la FPGA y el convertidor externo. En este caso, se selecciona 
el convertidor UART a USB externo PL2303 de Prolific. 
 
El módulo UART se configura para que no tenga bit de paridad, use 8 bits para la 
codificación del dato y use 1 bit de parada. Además de esto, se configura para que 
el Baud Rate sea de 115200 bps (Bits Per Second). 
 

 
 
 
 
 

 
 
 
 
 

Fuente: Autor 
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Figura 13. Configuración del Módulo UART 

6.2.4.1. Convertidor USB a RS-232 

 
Para permitir el intercambio de datos entre la FPGA y el computador, es necesario 
establecer un protocolo de comunicación serial entre ambos. Como se mencionó 
anteriormente, en la FPGA se implementa la lógica de transmisión y recepción 
asíncrona RS-232, por lo que se necesita un controlador que convierta la 
información de esta lógica a USB, para que el computador pueda reconocerla. 
 
Se escoge el controlador desarrollado por Prolific PL2303, el cual funciona como 
puente entre un puerto USB y un puerto serie RS-232 estándar, lo que posibilita la 
comunicación entre los dos dispositivos con diferente protocolo de comunicación 
serial. 
 

 
 
 
 
 
 
 
 
 



35 
 

Fuente: PL-2303 USB to RS-232 Bridge Controller Product Datasheet. Prolific. 
 

 
Figura 14. Diagrama de Bloques del Convertidor PL2303 

 
6.2.5. Entrada/Salida de Propósito General  
 
Para finalizar el diseño del sistema, se agrega un núcleo PIO (Parallel Input/Output), 
el cual permite que los puertos de entrada y salida del núcleo puedan conectarse a 
la lógica dentro o fuera del chip. Éste permite configurarse con solo entradas, solo 
salidas, o con entradas y salidas si así se desea. También se puede utilizar para 
controlar pines de E/S bidireccionales; en ese caso, en núcleo proporciona un modo 
bidireccional con control de triple estado. 
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Para este proyecto, se configura el núcleo para solo salida, y se conectan a los ocho 
LEDs que tiene la tarjeta. Cuando la FPGA esté procesando los datos, los LEDs 
estarán apagados; y cuando el sistema haya terminado de filtrar la señal, se 
encenderán todos los LEDs. De esta manera, se corrobora visualmente el correcto 
funcionamiento del sistema. 
 

7. IMPLEMENTACIÓN 
 
Para realizar la implementación del sistema diseñado, se usa la herramienta Qsys 
contenida en el Software Quartus II desarrollado por Intel. Qsys es una herramienta 
de diseño de sistemas en chip (del inglés System on Chip, SoC) que proporciona 
una interfaz gráfica de usuario que permite diseñar, configurar y conectar 
componentes de hardware en un sistema integrado. Con Qsys se puede construir 
sistemas complejos en un entorno de desarrollo visual, utilizando componentes 
predefinidos o personalizados. Una vez construido el sistema, esta herramienta 
permite generar un archivo de descripción de hardware en lenguaje VHDL o Verilog, 
el cual representa la interconexión y configuración de los componentes del sistema. 
El archivo resultante se utiliza luego en la interfaz de diseño de Quartus II para su 
síntesis, verificación, implementación y generación de la configuración para la FPGA 
o cualquier otro dispositivo programable.  
 
7.1. Implementación del Sistema 
 
Ya diseñado el sistema, se procede a realizar sus configuraciones y conexiones 
en la herramienta Qsys. 
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Fuente: Autor 
 

 
Figura 15. Sistema implementado en Qsys 

 
Ya con el sistema diseñado y configurado, se procede a generar el código en 
lenguaje de descripción de hardware. Para esta aplicación, se genera lenguaje 
Verilog. 
 
Fuente: Autor 
 

 
Figura 16. Parte del código generado por Qsys. 

 
Ya generado el código en Verilog, es necesario realizar la configuración de pines en 
la tarjeta. Para ello, es necesario revisar detalladamente el manual de usuario de la 
tarjeta de desarrollo. 
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Fuente: Autor 

 
Figura 17. Asignación de Pines de la tarjeta FPGA. 

 

Fuente: Autor. 
 

 
Figura 18. Configuración de Pines en la FPGA. 

 
Ya hecho esto, se ejecuta el archivo para verificar que esté bien diseñado y sin 
errores. 
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Fuente: Autor 
 

 
Figura 19. Ejecución del código en Verilog. 

 
La ejecución exitosa quiere decir que el sistema está correctamente diseñado y está 
listo para ser cargado en la FPGA.  
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Fuente: Autor 
 

 
Figura 20. FPGA programada satisfactoriamente. 

 
Una vez programada la FPGA, el sistema diseñado queda listo para ser usado por 
medio de un compilador de código de lenguaje C. En este proyecto se usó la 
herramienta incorporada en Quartus II, Software Build Tools for Eclipse. 
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Fuente: Autor. 
 

 
Figura 21. Sistema Físico Implementado 

 
7.2. Ecuación en diferencias del filtro 
 
Para programar el filtro dentro del procesador, es necesario hacerlo mediante su 
ecuación en diferencias, que está dada por la ecuación (4.3.1). Para hallarla, se 
realiza el siguiente procedimiento: 
 

𝑌(𝑧)

𝑋(𝑧)
=

1.211𝑒−7𝑧0 + 3.63𝑒−7𝑧−1 + 3.63𝑒−7𝑧−2 + 1.211𝑒−7𝑧−3

1𝑧0 − 2.9875𝑧−1 + 2.975𝑧−2 − 0.987𝑧−3
 

(7.2.1) 

 
Es importante tener en cuenta que, por limitación de hardware, es necesario realizar 
la aproximación de los coeficientes del filtro. 
 

𝑌(𝑧) = 1.211𝑒−7𝑋(𝑧) + 3.63𝑒−7𝑧−1𝑋(𝑧) + 3.63𝑒−7𝑧−2𝑋(𝑧)
+ 1.211𝑒−7𝑧−3𝑋(𝑧) + 2.9875𝑧−1𝑌(𝑧) − 2.975𝑧−2𝑌(𝑧)
+ 0.987𝑧−3𝑌(𝑧) 

 
(7.2.2) 

Convertidor 
PL2303 

FPGA DE0-Nano 
Programada 

JTAG UART 
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Aplicando la Transformada Z inversa se obtiene la salida del filtro en función de las 
muestras en el tiempo: 
 

𝑦(𝑛) = 1.211𝑒−7𝑥(𝑛) + 3.63𝑒−7𝑥(𝑛 − 1) + 3.63𝑒−7𝑥(𝑛 − 2)
+ 1.211𝑒−7𝑥(𝑛 − 3) + 2.9875𝑦(𝑛 − 1) − 2.975𝑦(𝑛 − 2)
+ 0.987𝑦(𝑛 − 3) 

 
(7.2.3) 

 
Finalmente, la ecuación (7.2.3) es la que se implementa en el sistema de la FPGA. 
Es necesario definir las variables de estado y su correspondiente actualización. 
Como se puede observar, la señal de salida tiene un retraso de 3 muestras, por lo 
que es necesario definir condiciones iniciales de filtrado para evitar el sobre impulso 
que genera el filtro antes de su estabilización. Tanto los datos de entrada, como los 
datos de salida iniciales, se establecen en 1. 
 
Fuente: Autor 

 
Figura 22. Inicialización de las variables de estado. 

 
8. RESULTADOS 

 
La precisión y el rendimiento del sistema se mide mediante la máxima diferencia en 
pcm y el error promedio entre la señal de reactividad calculada a partir de la señal 
de salida del filtro y la solución matemática exacta de la ecuación de reactividad 
para la forma de potencia. Con el fin obtener una amplia gama de resultados, se 
modifica la desviación estándar que corresponde al coeficiente de ruido gaussiano 
que se añade la señal de potencia. La señal de densidad poblacional de neutrones 
es directamente proporcional a la señal de potencia eléctrica generada por el reactor 
nuclear; por esta razón, la reactividad también se puede calcular a partir de este 
parámetro. 
 
La señal de potencia determinística simulada está dada de la forma: 
 

𝑃(𝑡) = 𝑒0.12353𝑡 (8.1) 
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Figura 23. Diagrama de Flujo del Sistema Implementado 

 
8.1. Resultados de Simulación 
 
Para reproducir los resultados simulados con los estados iniciales planteados 
anteriormente, se evita hacer uso de la función filter de Matlab; y en cambio, se crea 
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una función la cual establece la ecuación en diferencias y añade un retraso de 3.5 
segundos. 
 
El tiempo total de simulación fue de 50 segundos, lo que equivale a un total de 5.000 
muestras. 
 
Se inicia con una desviación estándar de 0.001; este valor añade muy poco ruido a 
la señal, por lo que se obtiene que la señal resultante es muy parecida a la señal de 
reactividad analítica; con una máxima diferencia de 2.8867 pcm presentada a los 
3.84 s, y un error medio de 0.4437 pcm. 
 
Luego, se aumenta el valor de desviación estándar a 0.01, lo que correspondería a 
un nivel de ruido del 1%. Sin embargo, aunque se aumentó 10 veces respecto al 
ruido anterior, sigue siendo un nivel de ruido bajo. La máxima diferencia con este 
valor de desviación estándar es de 2.5748 pcm presentada a los 4.02 s, y el error 
medio es de 0.4597 pcm. 
 
Al incrementar el valor de desviación estándar a 0.1, la señal estaría siendo 
afectada por un nivel de ruido gaussiano del 10%, lo que ya se puede considerar 
alto. A pesar de esto, el filtro digital responde bastante bien, y se obtiene una 
máxima diferencia de 5.4103 pcm a los 6.09 s, con un error medio de 1.7277 pcm 
 
Cuando el valor de desviación estándar aumenta a 0.2, (equivalente al 20% de la 
señal de potencia), se obtiene una máxima diferencia de 10.3486 pcm en el tiempo 
de 8.60 s. Este valor de máxima diferencia aumenta casi el doble con respecto al 
valor de desviación estándar anterior. El error medio se sigue manteniendo bajo, 
con un resultado de 3.4883 pcm. 
 
Seguidamente, se aumenta el nivel de ruido al 30% de la señal de potencia, lo que 
significa un valor de desviación estándar de 0.3. Ya este nivel de ruido se considera 
bastante alto, sin embargo, el filtro digital mantiene una respuesta coherente 
respecto a la solución analítica. Se obtiene un error medio de 5.3018 pcm con una 
máxima diferencia de 15.7101 pcm a los 8.59 s. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 



45 
 

 
Finalmente, el valor de desviación estándar es incrementado a 0.4, es decir, el nivel 
de ruido corresponde a el 40% de la señal de potencia; lo que se traduce, en una 
distorsión muy grande en la señal de entrada. Sin embargo, a pesar de esto, el filtro 
logra mantener el resultado en una señal congruente, con una máxima diferencia 
de 20.9661 pcm en el tiempo de 8.59 s, y un error medio de 7.1164 pcm. 
 

 
Figura 24. Resultados de la Simulación según su nivel de Desviación 

 
En la tabla a continuación, se resumen los valores de máxima diferencia y error 
medio para todos los valores de desviación estándar. 
 

Tabla 1. Resultados de la Simulación 

Desviación estándar Máxima Diferencia y tiempo Error Medio 

0.001 2.8867 𝑝𝑐𝑚 → 𝑡 = 3.84 𝑠 0.4437 pcm 
0.01 2.5748 𝑝𝑐𝑚 → 𝑡 = 4.02 𝑠 0.4597 pcm 
0.1 5.4103 𝑝𝑐𝑚 → 𝑡 = 6.09 𝑠 1.7277 pcm 
0.2 10.3486 𝑝𝑐𝑚 → 𝑡 = 8.60 𝑠 3.4883 pcm 
0.3 15.7101 𝑝𝑐𝑚 → 𝑡 = 8.59 𝑠 5.3018 pcm 
0.4 20.9661 𝑝𝑐𝑚 → 𝑡 = 8.59 𝑠 7.1164 pcm 

 
 
8.2. Resultados de Implementación 
 
La señal correspondiente a la densidad poblacional de neutrones tendrá un tamaño 
total de 4000 muestras, es decir, un tiempo de duración de 40 segundos con periodo 
de muestro de 0.01 segundos. Esta limitación se presenta debido a que la señal de 
entrada crece de forma exponencial, y la memoria interna del sistema se desborda 
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para valores de potencia correspondiente a tiempos mayores de 40 segundos 
aproximadamente. 
 
Al igual que en los resultados simulados, se inicia con un valor de desviación 
estándar de 0.001. Es un nivel de ruido muy bajo, sin embargo, se obtiene una 
máxima diferencia de 16.4991 pcm a los 4.33 s, y un error medio de 0.4437 pcm. 
 
Seguidamente, se incrementa el valor de desviación estándar a 0.01, es decir, un 
nivel de ruido del 1%. Sin embargo, aunque se aumentó este parámetro 10 veces 
respecto al valor anterior, la máxima diferencia es de 16.0885 pcm en el tiempo de 
4.31 s, y un error medio de 0.4597 pcm. 
 
Ahora, cuando se incrementa la desviación estándar 10 veces respeto al valor 
anterior (es decir, una desviación estándar de 0.1), la máxima diferencia es de 
17.3319 pcm en el tiempo de 4.08 s, y un error medio de 1.9854 pcm 
 
Cuando se aumenta el valor de la desviación estándar a 0.2 (equivalente al 20%), 
se observa una diferencia máxima de 17.4167 pcm en un lapso de 5.89 segundos. 
Aunque se aumentó el nivel de ruido el doble respecto al valor anterior, el error 
medio se mantiene bajo, con un valor de 3.4883 pcm. 
 
En el momento que se aumenta la distorsión a un 30% de la señal de potencia, el 
filtro mantiene su capacidad de producir una respuesta congruente con la 
esperada; de esta manera, se obtiene como resultado una máxima diferencia de 
19.5051 pcm en el tiempo de 5.97 s, y un error medio de 6.8413 pcm. 
 
Por último, se procede aumentar el valor de la desviación estándar a 0.4, lo que 
implica que el nivel de ruido corresponde al 40% de la señal de entrada. Esta 
magnitud de distorsión ya provoca fluctuaciones significativas en la potencia. A 
pesar de esto, el filtro digital logra mantener coherencia en la señal resultante, 
presentando una máxima diferencia de 22.5839 pcm a los 4.64 s, y un error 
promedio de 7.5473 pcm. 
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Figura 25. Resultados de la Implementación según su nivel de Desviación 

 
Tabla 2. Resultados de la Implementación 

Desviación estándar Máxima Diferencia y tiempo Error Medio 

0.001 16.4991 𝑝𝑐𝑚 → 𝑡 = 4.33 𝑠 0.4437 pcm 
0.01 16.0885 𝑝𝑐𝑚 → 𝑡 = 4.31 𝑠 0.4597 pcm 
0.1 17.3319 𝑝𝑐𝑚 → 𝑡 = 4.08 𝑠 1.9854 pcm 
0.2 17.4167 𝑝𝑐𝑚 → 𝑡 = 5.89 𝑠 3.4883 pcm 
0.3 19.5051 𝑝𝑐𝑚 → 𝑡 = 5.97 𝑠 6.8413 pcm 
0.4 22.5839 𝑝𝑐𝑚 → 𝑡 = 4.64 𝑠 7.5473 pcm 

 
 
8.3. Análisis de Resultados 
 
Los resultados obtenidos en la simulación y en la implementación son muy similares, 
sin embargo, existen algunas diferencias debido a factores como la capacidad de 
procesamiento de 64 bits del computador y el sistema embebido de 32 bits en la 
FPGA.  
 
En comparación, los resultados de la simulación mantienen mejor la relación de 
desviación estándar y máxima diferencia; en contraste con los de la implementación 
que la máxima diferencia en niveles bajos de ruido es muy alta, lo que significa que 
el filtro con la aproximación de los coeficientes no mantiene una buena respuesta a 
niveles bajos de desviación estándar. 
 
A pesar de que las máximas diferencias en los resultados de la implementación son 
bastantes altos (en comparación con los obtenidos en la simulación), el error medio 
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obtenido es aceptablemente bajo, lo que quiere decir que el filtro después de un 
tiempo logra estabilizarse en el valor de referencia. 
 
Se observa que todas las diferencias máximas se producen en un lapso inferior a 
los 10 segundos (menos de 1000 muestras), lo cual sugiere que los mayores errores 
ocurren durante la respuesta transitoria del filtro. Sin embargo, una vez alcanzada 
la estabilidad, la respuesta obtenida se asemeja de manera significativa al valor de 
referencia proporcionado por la solución analítica de la señal. 
 
Se percibe consistentemente que el error promedio entre la señal filtrada y la 
solución analítica (tanto para resultados de simulación, como de implementación) 
se mantuvo a niveles bajos, independientemente de la desviación estándar del ruido 
gaussiano aplicado. Esto indica que el filtro diseñado es efectivo para mitigar las 
fluctuaciones de alta frecuencia, y mantener la fidelidad en la señal original. Estos 
hallazgos refuerzan la confiabilidad y robustez del filtro digital Chebyshev 
implementado, demostrando su capacidad para proporcionar resultados precisos y 
consistentes para diversos niveles de ruido. 
 

9. CONCLUSIONES 
 
La revisión bibliográfica realizada sobre los temas desarrollados proporcionó bases 
sólidas y comprensión detallada de los fundamentos teóricos abarcados en este 
proyecto. Fue necesario investigar sobre las características y técnicas de diseño de 
los filtros digitales; así como también, leer sobre métodos de aproximación de la 
ecuación inversa de la cinética puntual. 
 
El filtro digital Chebyshev ofrece una ventaja significativa en comparación con el 
filtro Butterworth al lograr una pendiente más pronunciada en su banda de 
transición. No obstante, esta mejora viene acompañada de un costo, ya que se 
produce un rizado en la banda de paso. Por lo tanto, es crucial realizar un estudio 
exhaustivo de la aplicación y el propósito de la etapa de filtrado, evaluando si se 
permite una oscilación en la banda pasante. De esta manera, se podrá determinar 
si los beneficios adicionales del filtro Chebyshev superan las posibles limitaciones 
introducidas por el rizado en la banda pasante. 
 
El uso de la herramienta Qsys facilitó el diseño y la implementación del sistema, 
permitiendo integrar, conectar y configurar todos los diferentes módulos utilizados. 
Además de esto, el procesador Nios II/f ha brindado la flexibilidad y eficiencia en el 
procesamiento de los datos, lo que ha contribuido a la exitosa elaboración del 
sistema en la FPGA DE0-Nano.  
 
Dado que la placa de desarrollo utilizada no cuenta con un convertidor UART a USB 
integrado, fue necesario la adaptación de un periférico externo que cumpliera esta 
función para poder establecer la comunicación serial entre el computador y la FPGA. 
Para esto, se empleó el convertidor PL2303 que usa el estándar de comunicación 
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serial RS-232. Esta elección permitió una conexión estable para el envío y recepción 
de datos entre ambos dispositivos. La adaptación del convertidor externo 
proporcionó una solución eficiente y funcional para habilitar la comunicación serial 
requerida en el proyecto. 
 
La evaluación del filtro digital implementado en términos de precisión y eficiencia en 
la atenuación del ruido Gaussiano ha arrojado resultados satisfactorios. Durante las 
pruebas realizadas, se observó que el filtro logra reducir de manera significativa las 
fluctuaciones presentes en la señal, preservando la integridad de la información 
relevante y demostrando el cumplimiento del objetivo principal de la etapa de 
filtrado. 
 
 

10. RECOMENDACIONES 
 
Para trabajos futuros, se recomienda implementar un convertidor ADC antes de la 
etapa de filtrado. Esto permite al sistema poder leer señales analógicas en los pines 
de entrada de la tarjeta, lo cual representa una ventaja puesto que puede obtener 
señales provenientes de cualquier sensor y aplicar la teoría de filtros digitales en 
cualquier otra área del conocimiento, como, por ejemplo, en aplicaciones de audio 
o control de plantas industriales. 
 
Para investigaciones futuras, es recomendable que los tesistas diseñen el sistema 
en lenguaje de descripción de hardware. Esto brindaría muchas ventajas en el 
procesamiento de los datos, puesto que el filtrado de la señal resultante es 
directamente sobre el hardware y no es necesario bajar de niveles 
computacionalmente, como lo es en el caso de trabajar con microprocesadores. 
 
Se recomienda también implementar el cálculo de la reactividad directamente en la 
FPGA; para esto es necesario una ardua investigación de todos los métodos de 
aproximación de la ecuación inversa de la cinética puntual; puesto que es 
importante escoger un método óptimo y eficiente para el cálculo de este parámetro 
en tiempo real. 
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Donde 𝑃(𝑡) = 𝑒𝑤𝑡 
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Haciendo  𝑡′ = 𝜏 y reemplazando el valor de 𝑃(𝑡) 
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Resolviendo la integral 
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