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RESUMEN

Muchas de las actividades del ser humano estan condicionadas a los cambios de las variables
meteoroldgicas y sus efectos. La radiacion solar es la mayor fuente de energia para los seres
vivos, por eso se puede afirmar que la estimacion de esta es bastante pertinente y mas si se
tiene en cuenta que su medicion es complicada y costosa debido a que la energia solar no es
planificable por el comportamiento estocastico de las condiciones climatoldgicas, ademas
porque los equipos para su medicion no se pueden adquirir facilmente por precio y
disponibilidad. Este trabajo presenta el desarrollo de un modelo de prediccion de radiacion
solar usando técnicas basadas en Inteligencia Artificial: Redes Neuronales Artificiales
(RNA) y Ldgica Difusa, con el fin de alcanzar una mayor precision de prediccion de la
radiacion solar a la presentada por los modelos estadisticos y fisicos cominmente usados.

Palabras claves: radiacion solar, variables meteoroldgicas, prediccion, energia, Redes
Neuronales Artificiales, Logica Difusa, Inteligencia Artificial



ABSTRACT

Many human being activities are conditioned by the changes of the meteorological variables
and their effects. Solar radiation is the greatest energy source for living beings, that is why it
Is possible to say that the estimation of this one is quite complicated and expensive because
solar energy is not planned due to the stochastic behavior of weather conditions, furthermore
because the equipment for its measurement are not easily acquired because of the price and
availability. This project introduces the development of a solar radiation prediction model
using techniques based on Al: Artificial Neural Networks (ANN) and Fuzzy Logic, in order
to achieve greater prediction accuracy of solar radiation than those given by statistical and
physical models commonly used.

Keywords: solar radiation, meteorological variables, prediction, energy, Artificial Neural
Networks, Fuzzy Logic, Artificial Intelligence.



Capitulo 1. Generalidades

1.1. Introduccién

La necesidad de conocer con exactitud el comportamiento de variables climatoldgicas para
el desarrollo de diversas actividades humanas da como resultado la elaboracion de técnicas
que permitan estimarlas de manera correcta. Entre estos métodos destacan los estadisticos,
matematicos, fisicos y computacionales. Este proyecto se enfoca en los modelos
computacionales basados en Inteligencia Avrtificial, que mediante técnicas de aprendizaje e
inferencia prometen resultados interesantes.

La radiacion solar es el motor fundamental que influye en el correcto funcionamiento de los
procesos atmosféricos y climaticos. La estimacion de esta variable es muy pertinente ya que
tiene un gran campo de aplicaciones; la radiacion solar, por ejemplo, es importante en el
disefio de estaciones fotovoltaicas para garantizar la estabilidad de la energia eléctrica
generada. En el area agricola es relevante ya que permite el monitoreo y control del
crecimiento de algun cultivo. Sin embargo, la medicion de este pardmetro es complicada ya
que los equipos con los cuales se pueden adquirir los datos son bastante costosos
(pirheliometros y pirandmetros) y no se consiguen en todas partes, asi que dificulta la
posibilidad de tener una base de datos confiable en paises poco desarrollados [1]. Por todo lo
mencionado anteriormente nace el afan por encontrar la forma mas adecuada de estimacion
de radiacion solar.

Los métodos computacionales desarrollados en este proyecto son las Redes Neuronales
Artificiales y Ldgica Difusa. EI primer modelo es bastante Gtil ya que permite solucionar
problemas complejos y no lineales, porque mediante el entrenamiento de la red neuronal este
es capaz de aprender el comportamiento de los datos de entrada con respecto a los datos de
salida y replicarlo con precision sin importar si se cambian los datos de entrada para
conseguir datos de salida deseados. El segundo modelo también es Util ya que utiliza reglas
de inferencia para relacionar los datos de entrada con los de salida mediante reglas, las cuales
son establecidas por un experto, quien debe conocer muy bien el comportamiento de los
datos. Ambos modelos estan basados en Inteligencia Artificial y permiten cumplir con las
metas propuestas al desarrollar este proyecto: estimar la radiacion solar con variables
meteoroldgicas de facil adquisicion usando algoritmos que puedan remplazar los métodos
convencionales.

El documento esta organizado de la siguiente forma: en el Capitulo 2 se presenta los factores
influyentes en la radiacién solar. EI Capitulo 3 trata sobre los modelos de predicciéon. El
Capitulo 4 hace referencia al disefio e implementacion del modelo neuronal para la prediccion
de radiacion solar. El Capitulo 5 abarca el disefio del otro modelo propuesto, el modelo de
inferencia difuso para prediccion de radiacion solar. En el Capitulo 6 se describen los
resultados, conclusiones y trabajos futuros. Al final se relacionan las referencias y los anexos.
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Objetivos
1.2.1. Objetivo General

Elaborar un modelo basado en Redes Neuronales Artificiales y Logica Difusa que permita la
prediccion de la radiacion solar en area urbana de la ciudad de Neiva, teniendo en cuenta
pardmetros historicos de las variables meteorolégicas medidas en la zona objeto de estudio.

1.2.2. Objetivos Especificos

e Adquirir los datos historicos de radiacion solar, y de parametros meteoroldgicos
como: temperatura, humedad relativa, nubosidad, direccion y velocidad del viento,
precipitaciones, entre otros, a partir de estaciones meteoroldgicas cercanas al lugar
objeto de estudio. También efectuar un acondicionamiento y tratamiento de las
variables de entrada, para ajustarlas en un mismo rango de valores y de esta forma
conseguir un procesamiento de datos no sesgado.

e Disefiar los modelos formulados utilizando las técnicas y principios de la inteligencia
computacional, las Redes Neuronales Artificiales y Légica Difusa.

e Desarrollar dichos modelos teniendo en cuenta estudios realizados en proyectos
anteriores basados en Redes Neuronales Artificiales y Logica Difusa, ademas de otro
tipo de técnicas apoyadas en principios de inteligencia artificial.

e Realizar el proceso de validacion del modelo a partir de los valores obtenidos del
proceso de prediccion y los valores medidos en la localidad descrita.

1.3. Justificacion y planteamiento del problema

El presente proyecto de grado esta orientado al desarrollo de un modelo de prediccion de
radiacion solar por medio de inteligencia computacional en el &rea urbana de la ciudad de
Neiva. EI municipio de Neiva (ciudad ubicada en la zona norte del departamento del Huilay
capital de este departamento), es muy importante para la region surcolombiana del pais
debido a una economia muy dindmica basada en el ecoturismo, gastronomia, industria y
comercio [2]. Debido a su ubicacion cerca de la linea del ecuador y su baja altitud, la ciudad
tiene un clima célido con temperaturas anuales promedio durante el dia que van desde 21
hasta 35 grado centigrados. La temperatura de esta zona conserva cierta relacion con las
lluvias, la época mas caliente se sitla en los meses de agosto y septiembre que son los de
menor precipitacion atmosférica, cuando la maxima temperatura sobrepasa los 37 °C. Los
meses mas frescos son los que presentan alternancia de lluvias con calor, como abril,
noviembre y diciembre. En este tiempo la temperatura varia entre 28 °C y 30 °C [3].

Las altas temperaturas atraen a muchos turistas nacionales e internacionales que en su
mayoria provienen de un clima frio o templado. También el hecho de ser la capital del
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departamento donde se puede acceder a municipios cercanos como Rivera y Villavieja, que
son muy relevantes por su biodiversidad y ecosistemas, lo cual resulta bastante atractivo.

La agricultura es otra de las actividades que se realizan en el municipio, especialmente los
cultivos transitorios y permanentes entre los que se destacan la produccion de frijol, maiz,
yuca, platano, cacao, cholupa, café y arroz [4]. Las condiciones climaticas del municipio
como lo son las altas temperaturas y alta humedad, debido a los grandes espejos de agua que
posee por los rios que lo cruzan: Magdalena, Las Ceibas y el rio de Oro, permiten un buen
crecimiento de los cultivos mencionados anteriormente, como la cholupa y el arroz.

También se destaca en el municipio la explotacion de petréleo y gas natural, cuyas reservas
petroleras representan el 1.2% del pais. Se eligid esta zona ya que desde hace algunos afios
se esta presentando una crisis petrolera, la cual llevo a que algunas petroleras recortaran
mucho personal, lo que produjo un duro golpe en la economia del municipio [5]. La
prediccion de radiacion solar permite contemplar la opcion de implementar energias no
convencionales, mas especificamente la energia solar, ya que la radiacion solar es de gran
importancia para el desarrollo de las plantas fotovoltaicas (disefio e implementacién).
Ademas, la radiacidn solar es un dato muy relevante para el analisis de eficiencia y viabilidad
de ese tipo de energia, y su prediccidn es Util para aumentar la base de datos meteoroldgica
y da la oportunidad para ampliar el conocimiento acerca del campo de la climatologia.

Se debe agregar que las condiciones climaticas del municipio son las precisas para obtener
datos meteoroldgicos completos ya que Neiva es un municipio esta expuesto a microclimas,
como todas las zonas del pais, pero son menos bruscos comparados con otros municipios, lo
cual implica una mejor conservacion de los instrumentos de medicion y esto lleva a obtener
datos mas completos y precisos, evitando hacer procedimientos que puedan aumentar la
incertidumbre de dichos datos.

De acuerdo con todo lo mencionado anteriormente, la importancia de este trabajo radica en
el uso de técnicas de inteligencia computacional como lo son las Redes Neuronales
Artificiales y Ldgica Difusa ya que pueden manejar grandes cantidades de datos y suministrar
predicciones rapidas y apropiadas, con el fin de pronosticar datos de radiacion solar que
puedan llegar a ser usados en procesos bildgicos, meteoroldgicos, sistemas de produccion de
energia, uso mas eficiente del agua para el riego y mejoramiento de la gestién de los sistemas
publicos de iluminacion.
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Capitulo 2. Factores influyentes en la radiacién solar.

El objeto de estudio de este proyecto es la radiacion solar, la cual es la energia emitida por el
sol que viaja a través del espacio en forma de ondas electromagnéticas y, como se ha
mencionado anteriormente, es la mayor fuente de energia para todas las formas de vida
terrestres, ademas de que es un factor fundamental en el analisis del clima y su unidad de
medida es el Vatio por unidad de superficie (W/m?).

Su medicion es importante ya que la radiacion solar tiene muchas aplicaciones, especialmente
como fuente de energia alternativa que permita cambiar los métodos de produccién de
energia eléctrica basados en la explotacién de recursos no renovables [6]. Por esa razon en
Colombia se han elaborado Atlas de radiacion a lo largo de los afios. El Instituto de
Hidrologia, Meteorologia y Estudios Ambientales (IDEAM) es el que ha liderado ese
proyecto y lo hace con el fin de aportar conocimiento sobre la radiacién solar teniendo en
cuenta aspectos como la disponibilidad de esta para el estudio de la dinamica atmosférica y
como fuente de energia, también brinda una base de datos meteoroldgica y métodos para
completar series temporales de variables, entre otros [7].

Anteriormente también se indicd que la medicion de la radiacion solar es costosa y
complicada, por esa razon se han desarrollado métodos y modelos para su estimacion a partir
variables climatoldgicas de facil adquisicién que permitan cumplir con este objetivo. En este
capitulo se van a relacionar proyectos en los cuales se hace mencion de los factores que
utilizaron para la prediccidon de la radiacion solar.

En el trabajo desarrollado por Gonzalez A. se evidencia que desarrolla un modelo de
prediccién de la radiacion solar que incide sobre los vehiculos solares que compiten en el
World Solar Challenge 2013 en cinco localidades cercanas a la carretera donde se lleva a
cabo la competencia mediante modelos basados en Redes Neuronales [8]. Realiza el disefio
de una red neuronal MADALINE y una red perceptron multicapa para el aprendizaje de las
variables climaticas y la prediccion de la radiacién en cada uno de los cinco puntos, ademas
de una red neuronal base radial para la aproximacion de valores de radiacion en puntos
intermedios. Las variables climéaticas obtenidas por las estaciones meteorolégicas son las
horas de sol, las precipitaciones, la velocidad del viento, la temperatura maxima, la
temperatura minima y la nubosidad. Luego, mediante correlaciones, identifica que las
variables idoneas para realizar una buena prediccion son la temperatura maxima, la
temperatura minima y las horas de sol.

Sayago S., Bocco M., G. Ovando y Willington E. desarrollaron seis modelos de redes de tipo
perceptron multicapa con propagacion de la informacion hacia adelante los cuales incluyen
una capa de entrada, una capa oculta y una salida que mostraba la radiacion solar promedio
estimada cada treinta minutos [1]. Los datos de entrada fueron: temperatura, humedad
relativa, velocidad del viento y lluvia, obtenidos con una estacion meteoroldgica automatica.
Se realizd un analisis de correlacidn con el propdsito de obtener una medida de la magnitud
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y direccién de la asociacion de cada variable de entrada con la radiacién solar, obteniendo
que la temperatura minima y la temperatura estdn muy correlacionadas con la radiacion, la
humedad relativa no estd muy correlacionada y no existe correlacion entre las precipitaciones
y la radiacion solar. Teniendo en cuenta esto Gltimo solo uno de los modelos disefiados utilizé
todas las entradas, pero todos los modelos utilizaron la temperatura como insumo ya que era
la més correlacionada.

Gutiérrez F. propuso la prediccion espacial y temporal de la irradiancia global mediante RNA
(prediccion temporal) y geoestadistica (prediccion espacial) con el propésito de generar
mejores modelos predictivos que ayuden en la estimacion de la produccion de energia
renovable procedente del sol [9]. EI modelo neuronal escogido fue el perceptron multicapa
con algoritmo de entrenamiento back propagation. Utilizd cinco variables meteoroldgicas
que son la irradiancia solar global, la temperatura ambiente, la humedad relativa, direcciény
velocidad del viento. Adicionalmente agreg6 cuatro variables meteoroldgicas calculadas de
modo determinista, las cuales son irradiancia solar extraterrestre horizontal, indice de
claridad instantanea, distancia al medio dia solar y angulo cenit.

Yadav A., Malik H. y Chandel S.S. presentan en su articulo modelos de prediccién de
radiacion solar basados en redes neuronales artificiales para identificar en que zonas de la
India se obtiene una mejor produccion de energia solar [10]. Los modelos neuronales
utilizados son perceptrén multicapa con algoritmo de entrenamiento LM?. Los parametros de
entrada identificados son latitud, longitud, temperatura, temperatura minima, temperatura
maxima, altitud y horas de sol. Usan una herramienta llamada WEKA para identificar las
variables mas relevantes, concluyendo que la longitud y la latitud son las variables menos
influyentes en la prediccion.

Teniendo en cuenta estos modelos desarrollados se evidencia que las variables
meteorolégicas comdnmente utilizadas fueron horas de sol, temperatura, temperatura
maxima y temperatura minima. Basandose en el estado del arte se deben tener en cuenta estas
variables a la hora de desarrollar los modelos de prediccion propuestos sin dar por hecho que
estas deben ser los insumos indispensables de dichos modelos planteados.

1 Algoritmo Levenberg—Marquardt
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Capitulo 3. Modelos de prediccion.
3.1. Adquisicion de datos

Los datos meteorologicos tienen el papel principal en el desarrollo de este proyecto ya que
estos datos seran los insumos de los modelos de prediccion propuestos.

Debido a lo costoso y desgastante que puede llegar a ser la implementacién de una estacion
meteorologica, se solicitan datos historicos de variables meteoroldgicas a IDEAM,
incluyendo la radiacion solar con el fin de analizar cuéles de estas variables seran las mas
relevantes para el desarrollo de los modelos de prediccion.

Los datos ofrecidos por IDEAM provenian de las siguientes estaciones meteorologicas:

Tabla 1. Estaciones Meteorologicas.

N°mbf? de Departamento | Municipio Latitud Longitud Elevacién
estacion
Aeropuerto o , ’s 75°17.0°35.0”°
Benito Salas 2°56.0°55.5’ N W 439 m
La Julia _ _ 3005.0°55.67 N | 010481 1691 m
_ Huila Neiva W
Palacio 2056.0°33.5° N 75°03.0°59.7 1100 m
Vegalarga W
La Plata 2°45'32.9"N 75°04' 28.4" W 2101 m

La estacion meteoroldgica con la base de datos mas completa es el Aeropuerto Benito Salas.
Ofrece datos diarios de las siguientes variables: temperatura maxima (°C), temperatura
minima (°C), humedad relativa (%), tension de vapor (mbar), punto de rocio (°C), horas de
brillo solar (nimero de horas), velocidad (m/s) y direccion del viento, precipitacion (mm?),
nubosidad (Octas®), evaporacion (mm), recorrido del viento (Km). También ofrece datos
horarios de las siguientes variables: horas de brillo solar, velocidad y direccion del viento.
La base de datos de todas las variables meteoroldgicas inicia el 1 de enero del 2007 y terminal
el 31 de diciembre del 2017. Con respecto a la radiacion solar, esta estacion ofrece datos
diarios, pero desde marzo del 1993 hasta diciembre del 2003.

La estacion meteoroldgica La Julia ofrece datos diarios de las siguientes variables: humedad
relativa (agosto 1987 — mayo 2017), precipitaciones (diciembre 1986 — mayo 2017),
temperatura minima (enero 1998 — mayo 2017), temperatura maxima (agosto 1990 — mayo
del 2017) y temperatura media (agosto 1987 — mayo 2017); ademas ofrece datos del recorrido
(enero 1997 — septiembre 1998), velocidad y direccion del viento (enero 1997).

2 Milimetros de agua.
3 Octas de cielo cubierto.
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La estacion meteoroldgica Palacio Vegalarga ofrece datos diarios de las siguientes variables:
horas de brillo solar (enero 1997 — enero 2017), evaporacion (marzo 1978 — diciembre 2016),
humedad relativa (octubre 1978 — diciembre 2016), precipitacion (noviembre 1971 —
diciembre 2016), temperatura media (enero 1979 — diciembre 2016), temperatura maxima
(enero 1979 — diciembre 2016), temperatura minima (enero 1979 — diciembre 2016) y
recorrido del viento (octubre 1985).

La estacion meteoroldgica La Plata ofrece solamente datos horarios de radiacion solar global
desde enero de 2005 hasta diciembre de 2016. Esta estacion es la Unica que ofrece datos
actualizados de radiacion solar.

Aunque todas las estaciones cuentan con periodos de tiempo (meses e incluso afos) en los
cuales no fue posible tomar datos, la estacion meteoroldgica con la base de datos mas
completa y que ofrece mayor cantidad de variables meteoroldgicas es el Aeropuerto Benito
Salas. El mayor inconveniente que presenta esta estacion es que la base de datos de radiacion
solar estd incompleta y desactualizada.

Con el fin de dar solucion a este problema se propone que los datos de entrada (insumos) de
los modelos se tomen de la base de datos ofrecida por el Aeropuerto Benito Salas y los datos
de radiacion solar se tomen de la estacion La Plata.

Cabe aclarar que también se intentd conseguir bases de datos meteoroldgica provenientes de
otras organizaciones. Por ejemplo, se paso una solicitud a World Radiation Data Center
(WRDC) y a World Meteorological Organization (WMO) para tener acceso a las bases de
datos meteoroldgicas de Neiva, pero los datos que ofrecian eran los mismos que suministro
IDEAM ya que esas organizaciones mundiales acuden a las entidades locales para reunir
todas las bases de datos y consolidarlas.

Otra opcidn que se tuvo en cuenta fue enviar la solicitud a NASA. Estos suministraron una
base de datos muy completa con datos como: insolacion incidente en superficie horizontal,
insolacion de la parte superior de la atmoésfera, presion atmosférica, temperatura minima,
temperatura maxima, humedad relativa, punto de rocio, precipitacion, entre otros. El
problema con esta base de datos es que se obtiene a partir de imagenes satelitales y para
seccionar una gran cantidad de zonas, usan una grilla de 1/2° de latitud por 1/2° de longitud,
quiere decir que cada seccion tiene un éarea de 3077,16 Km?, teniendo en cuenta que
Colombia esté sobre el meridiano del ecuador [11]. Esto implica que los datos que componen
esa base no son precisos, ya que cada seccion pueda que abarque mas de un municipio,
incluso se puede pensar que algunos departamentos queden divididos en dos o tres secciones,
lo que dificulta la precision de la prediccion. Una solucién seria interpolar los datos cada
0.05° con el fin de obtener més precision en las mediciones de un punto coordenado, pero
debido a que los datos meteoroldgicos son estocasticos no habria una funcion que describa
su comportamiento y con la cual se pueda realizar una interpolacion confiable de los datos.
De existir esta funcion no habria necesidad de realizar predicciones. Por esa razon la opcion
de trabajar con los datos brindados por NASA fue descartada para el desarrollo del proyecto.
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Estandarizacion de los datos de entrada

Anteriormente se indicd que las bases de datos de las estaciones meteoroldgicas escogidas
también tenian datos incompletos. EI Aeropuerto Benito Salas presenta muy pocos datos
incompletos, se podria decir que son dias aislados, en cambio La Plata presenta varios dias
en los cuales no se tienen mediciones de la radiacion solar. Teniendo en cuenta esto se debe
asegurar que, en primer lugar, los datos de entrada y salida de los modelos estén en el mismo
formato de tiempo, ya sean diarios u horarios; en segundo lugar, se debe buscar la forma de
completar las bases de datos para que esas series temporales sin mediciones, con valor cero,
no afecten la prediccion.

Debido a que los datos provenientes de la estacion meteorologica del Aeropuerto Benito
Salas son diarios y los datos que ofrece la estacion meteoroldgica La Plata son horarios se
debe encontrar la forma de estandarizarlos. Se debe considerar que es mas sencillo y menos
contraproducente establecer todas las bases de datos como diarios; de hacerlo de forma
opuesta, implicaria realizar aproximaciones de veinticuatro datos a partir de uno solo lo que
produciria que el error en la prediccion se aumente y estos datos sean menos precisos.
Considerando todo lo anterior se toma la decision de convertir la base de datos horarios de
radiacion solar en diarios. Para homogeneizar las series de radiacion solar, se calcula el valor
diario de radiacion solar de la estacion La Plata realizando el acumulado o la suma horaria
durante las 24 horas del dia, es decir, se suman todos los registros horarios durante cada dia
entre las 06:00 y las 19:00 horas, ya que segun IDEAM, estos datos se encuentran validados
y con el coeficiente de calibracion, y de esa forma obtener los valores diarios de radiacion.
Este proceso se llevd a cabo por recomendacion del sefior José David Garavito Mahecha
quien trabaja en la Subdireccion de Meteorologia de IDEAM vy fue la persona quien envio
los datos meteoroldgicos solicitados.

Al tener las bases de datos de entrada y de salida ya homogeneizadas, se busca la forma de
completar las series temporales que no cuentan con mediciones. Para completar bases de
datos meteoroldgicas algunos proponen varios métodos. A. Eric y S. Javier proponen dos
métodos interesantes [12]: el primero se basa en la descomposicion en componentes
principales de la matriz de correlacion de datos de una misma variable entre estaciones
cercanas y en periodos de tiempo comunes; el segundo método es para ser utilizado cuando
no hay estaciones cercanas y el rellenado se debe hacer con la informacién de la misma
estacion, y consiste en ajustar un modelo autorregresivo a la serie de tiempo y utilizar ese
modelo como estimador de los datos ausentes. En otros documentos se proponian otros dos
métodos [13]: el de regresion lineal y el de la razon normal. También, en otros documentos
mencionaban nuevamente la interpolacion de datos y el uso de filtros predictivos. Después
de evaluar todo lo mencionado anteriormente, se toma la decision de eliminar esos dias
incompletos de las bases de datos ya que se propone una prediccion de datos meteorologicos
y no tendria sentido realizar una prediccion de datos estimados porque la prediccion no
estaria basada en datos reales y la precision de estos resultados podria ser dudosa. Los datos
de radiacion solar son los que presentan mayores vacios en sus series temporales, ademas del
hecho de ser la variable de interés en el proyecto, se toma esta variable como referencia para
la eliminacién de datos. Primero se hace una revision de toda la serie temporal de radiacion
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solar y se verifica que el periodo de tiempo en los cuales presenta mediciones constantes es
del 1 de febrero de 2013 hasta el 30 de septiembre de 2016, por lo tanto, se toma este periodo
de tiempo de todas las variables como base de datos para el desarrollo de los modelos
propuestos. Luego, con ayuda del software Matlab se realiza la busqueda en la matriz de
datos de todos los valores de radiacion menores a 10 y los dias a los cuales pertenecen, estos
datos se eliminan de la matriz de radiacion solar. Para que la eliminacion de datos sea
homogénea con respecto a las otras variables, se toman los dias a los cuales correspondian
esos valores bajos de radiacion, se hace la busqueda de esos dias en las series temporales de
las otras variables y se eliminan también los datos medidos de esos dias.

3.2. Variables relevantes

Para identificar cuales de las variables ofrecidas por la estacion meteoroldgica que se tomd
como referencia son las mas relevantes, se realizaron algunos procedimientos en los cuales
se tuvo que considerar aspectos como la relacidn que existe entre esas variables y la radiacion
solar, y la disponibilidad de datos.

Primero, con ayuda de Matlab, se identifica cual es la relacion existente entre las variables
meteoroldgicas y la radiacion solar. Para ello se calcula el coeficiente de correlacion de
Pearson, el cual mide el grado de covarianza entre distintas variables relacionadas
linealmente [14]. Lo anterior no quiere decir que el célculo de este coeficiente defina cuales
son las variables mas relevantes y mas influyentes, pero si dara una idea de que tan
relacionadas estan las variables que se van a tomar como insumos de los modelos de
prediccién con la radiacion solar, que es el target. En la Tabla 2, se relacionan los resultados
obtenidos en Matlab.

Tabla 2. Coeficiente de Correlacion de Pearson calculado en Matlab.

Variables Meteoroldgicas r P-valores Limite Limite
inferior | superior
Temperatura maxima 0.3098 0 0.2605 0.3575
Temperatura minima -0.0332 0.2244 -0.0867 0.0204
Humedad Relativa -0.1475 0 -0.1995 -0.0947
Tension de Vapor -0.0565 0.0389 -0.1097 -0.0029
Punto Rocio -0.0484 0.0769 -0.1017 0.0052
Horas de Brillo Solar 0.3990 0 0.3529 0.4431
Velocidad del Viento -0.0207 0.4494 -0.0742 0.0329
Precipitacion -0.1883 0 -0.2395 -0.1361
Nubosidad 0.2361 0 0.1848 0.2861
Evaporacion -0.0228 0.4040 -0.0763 0.0308
Recorrido del Viento -0.0657 0.0163 -0.1188 -0.0121

El valor del coeficiente de Pearson se encuentra dentro de un rango entre -1 y 1. En algunos
textos representan el coeficiente de Pearson de la forma r, otros lo representan como pxy y
algunos otros como ryy. En este libro se simbolizard como r. Los resultados posibles del

21



coeficiente de Pearson son: si r = 1 existe una correlacion positiva perfecta, si 0 <r <1 existe
una correlacion positiva, si r = 0 no existe relacion lineal, si -1 < r < 0 existe una correlacion
negativa, si r = -1 existe una correlacion negativa perfecta [15].

Teniendo en cuenta los textos y articulos referenciados sobre este tema, se observa que las
variables que presentan un coeficiente de correlacién mayor a cero son: horas de brillo solar,
temperatura maxima y nubosidad; entre mas cercano a 1 sea el valor del coeficiente de
Pearson hay relacion directa entre las dos variables. Las variables que presentan un
coeficiente de correlacion cercano a cero son: temperatura minima, tension de vapor, punto
de rocio, velocidad del viento, evaporacion y recorrido del viento; entre mas cercano a 0 sea
el valor del coeficiente de Pearson hay menor relacion lineal entre las variables, pero no
implica que dichas variables sean independientes ya que puede existir una relacion no lineal
entre ellas. Por ultimo, las variables que presentan un coeficiente menor a cero son: humedad
relativa y precipitacion; entre mas cercano a -1 sea el valor del coeficiente de Pearson hay
una relacion inversa entre las dos variables.

En la Tabla 2 también se relacionan los P-valores, los cuales son datos que ofrece el
coeficiente para probar la hipétesis de que no existe relacion entre los fendmenos observados.
Si los P-valores son menores al nivel de significancia (denominado Alfa, cuyo valor
predeterminado es 0.05), la correlacion correspondiente se considera significativa, esto
quiere decir que se rechaza la hip6tesis de independencia y se asume que las dos variables
estan relacionadas. Revisando la tabla, se puede observar que las variables que presentan los
P-valores menores al nivel de significancia son: temperatura méaxima, humedad relativa,
tension de vapor, horas de brillo solar, precipitacién, nubosidad y recorrido del viento. Lo
anterior indica que esas variables meteoroldgicas poseen una relacion significativa con la
radiacion solar; pero si se tienen en cuenta los intervalos de confianza de cada variable con
respecto a la radiacion solar, revisando los limites superior e inferior, tension de vapor y
recorrido del viento pueden tener un coeficiente de Pearson de cero, lo cual hace que su
relacion con la radiacion solar no sea lineal.

Ademas del coeficiente de Pearson se proponen otros métodos para identificar las variables
relevantes utilizando el software WEKA* (Waikato Environment for Knowledge Analysis).
Este software fue disefiado en la Universidad de Waikato de Nueva Zelanda, desarrollado en
Java y permite acceder a librerias de machine learning, aprendizaje automético y mineria de
datos.

En el explorador de WEKA se puede encontrar clasificadores, clusters, seleccionadores de
atributos, entre otras herramientas muy utiles para aplicaciones en las cuales se necesite un
analisis profundo de datos.

4 https://lwww.cs.waikato.ac.nz/ml/weka/
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Figura 1. Pantalla de inicio de WEKA.

Se utilizaron las siguientes técnicas para identificar que variables son mas relevantes a la
hora de estimar la radiacion solar:

CFsSubsetEval

El primer método utilizado fue el evaluador de atributos CFsSubsetEval (Evaluador de
seleccion de funciones basada en correlacion) con método de busqueda BestFirst y Cross-
Validation de 10 folds. No se realizd ningln preprocesamiento de datos. Es un algoritmo de
filtro simple que clasifica los subconjuntos de caracteristicas de acuerdo con una funcion de
evaluacion heuristica basada en correlacion.

EvalGa el valor de un subconjunto de atributos al considerar la capacidad predictiva
individual de cada caracteristica junto con el grado de redundancia entre ellas. Se prefieren
los subconjuntos de caracteristicas que estan altamente correlacionados con la clase o
variable de interés mientras que tienen una baja correlacion entre ellas.

El método de busqueda BestFirst busca en el espacio de subconjuntos de caracteristicas
mediante la codiciosa escalada aumentada con una instalacion de retroceso.

Se utiliza Cross-Validation para calcular el porcentaje de aciertos esperado haciendo una
validacion cruzada de 10 hojas, en este caso, esto hace que la evaluacién sea 10 veces mas
lenta pero mas precisa.

Este método calcula una medida heuristica del "mérito™ de un subconjunto de caracteristicas
a partir de correlaciones de esas caracteristicas por pares. Esta busqueda heuristica se utiliza
para atravesar el espacio de subconjuntos de caracteristicas en menor tiempo razonable. Se
informa el subconjunto con el mayor mérito encontrado durante la busqueda [16]. Los
resultados obtenidos se mencionan a continuacion.
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Tabla 3. Evaluador de atributos CFsSubsetEval, método de busqueda BestFirst y Cross-
Validation de 10 folds.

number of folds | (%) attribute

0 0% 1 Temperatura Maxima
0% 2 Temperatura Minima

0 0% 3 Humedad Relativa

0 0% 4 Tension Vapor

0 0% 5 Punto Roci6

10 100% 6 Horas Brillo Solar

10 100% 7 Velocidad Viento

0 0% 8 Precipitacion

0 0% 9 Nubosidad

0 0% 10 Evaporacion

0 0% 11 Recorrido Viento

Este es un método de busqueda muy béasico ya que al revisar detenidamente los resultados se
ve las variables seleccionadas son horas de brillo solar y velocidad del viento, pero deja de
lado variables como temperatura maxima que, segun las investigaciones relacionadas en la
bibliografia de este libro, es un atributo relevante.

ReliefFAttributeEval

El segundo método que se uso fue el evaluador de atributos ReliefFAttributeEval con método
de basqueda Ranker y Cross-Validation de 10 folds. No se realiz6 ningun preprocesamiento
de datos.

Este método evalla el valor de un atributo muestreando repetidamente una instancia y
considerando el valor del atributo dado para la instancia mas cercana de la misma clase y
diferente. La idea clave del método es estimar atributos de acuerdo a qué tan bien sus valores
distinguen entre instancias que estan cerca unas de otras [17].

El método de busqueda Ranker clasifica los atributos por sus evaluaciones individuales.
Como se menciond anteriormente, se utiliza Cross-Validation para calcular el porcentaje de
aciertos esperado haciendo una validacion cruzada de 10 hojas, en este caso, esto hace que
la evaluacion sea 10 veces mas lenta pero mas precisa.

Weka ofrece dos datos: el average merit (y su desviacion tipica) y el average rank (y su
desviacién tipica). El average merit se refiere a la media de las correlaciones. El average rank
se refiere al orden medio en el que quedo cada atributo.

A continuacion, se relacionan los resultados obtenidos.
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Tabla 4. Evaluador de atributos ReliefFAttributeEval, método de bdsqueda Ranker y
Cross-Validation de 10 folds.

average merit | average rank attribute

0.003 +- 0.001 1+-0 6 Horas Brillo Solar
0.002 +-0 25+-05 9 Nubosidad
0.002 +-0 25+-05 2 Temperatura Minima
0.001 +-0 4+-0 5 Punto Rocio
0.001+-0 5.3+-0.46 4 Tension Vapor

0.001 +-0 6.2 +- 0.87 11 Recorrido Viento
0 +- 0.001 7.3+-1.35 7 Velocidad Viento
0+-0 7.9 +-1.04 10 Evaporacion

(-0)+-0 9.1 +-0.83 | 1 Temperatura Maxima
(-0)+-0 9.2 +-0.87 3 Humedad Relativa
(-0.002) +- 0 11+-0 8 Precipitacion

Segun los resultados arrojados por WEKA, Avg merit es el peso relativo del atributo con sus
margenes de error y Avg Rank es la posicion del atributo de media en los folds. Segun este
resultado los atributos mas relevantes son horas de brillo solar, nubosidad y temperatura
minima. Los atributos menos relevantes son temperatura maxima, humedad relativa y
precipitacion. Se identifica que este método obtiene valores méas pertinentes, pero aun asi
deja duda que variables como temperatura méxima y humedad relativa no cuenten con mayor
relevancia.

Asimismo, se utilizé este evaluador de atributos aplicando a los datos un filtro que convierte
los datos numéricos en nominales (Filtro NominalToBinary) con método de busqueda
Ranker y Cross-Validation de 10 folds y los resultados obtenidos se relacionan a
continuacion.

El filtro NominalToBinary convierte todos los atributos nominales en atributos numéricos
binarios. Un atributo con k valores se transforma en k atributos binarios si la clase es nominal,
utilizando el enfoque de un atributo por valor.

Tabla 5. Evaluador de atributos ReliefFAttributeEval, con filtro aplicado.

average merit | average rank attribute
0.702 +-0.006 | 1.3+-0.9 7 Velocidad Viento
0.7 +- 0.006 3.1+ 114 4 Tension Vapor

0.699 +- 0.006 | 3.5+-0.92 11 Recorrido Viento
0.699 +- 0.006 | 3.7 +-1.68 | 1 Temperatura Maxima
0.699 +-0.007 | 4 +-1.48 6 Horas Brillo Solar
0.698 +- 0.007 | 5.5+-0.92 5 Punto Rocio
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0.694 +-0.007 | 6.9+-0.3 10 Evaporacion
0.691 +- 0.007 | 8.4 +-0.49 | 2 Temperatura Minima
0.691 +- 0.007 | 8.6 +-0.49 3 Humedad Relativa
0.584 +- 0.005 10 +-0 9 Nubosidad
0.432 +- 0.005 11+-0 8 Precipitacion

Segun el resultado, las variables méas relevantes son velocidad del viento, tension de vapor y
recorrido del viento. Los atributos menos relevantes son humedad relativa, nubosidad y
precipitacion. Si se comparan ambos métodos, estos coinciden en que la precipitacion es la
variable menos relevante, pero no coincide con respecto a los otros atributos como horas de
brillo solar, nubosidad y velocidad del viento.

Por ultimo, se hace uso de diagramas de dispersion con la ayuda de Matlab para facilitar la
interpretacion y visualizacion de datos, ademas de verificar si existe relacion entre las
variables meteoroldgicas que se pretenden utilizar como insumos del modelo de prediccion,
lo anterior con el fin de evitar que se presente multicolinealidad, donde dos 0 mas variables
explicativas independientes estan fuertemente correlacionadas entre si. En la Figura 2 se
presentan los diagramas de dispersion.

Teniendo en cuenta los resultados del coeficiente de Pearson y de los métodos aplicados con
la ayuda del software WEKA, se puede apreciar que las horas de brillo solar es una variable
clave que se debe tener en cuenta en el modelo porque presenta buenos resultados en todas
las técnicas aplicadas. También la nubosidad y la temperatura maxima presentan una relacion
directa con la radiacion solar, teniendo en cuenta el coeficiente de Pearson y el evaluador de
atributos ReliefFAttributeEval (sin usar el filtro para la nubosidad y con el filtro aplicado
para la temperatura maxima).

Otras variables como humedad relativa y precipitaciones presentan una relacion inversa con
la radiacion solar, pero es méas sutil comparada con las otras variables mencionadas
anteriormente. Segun los resultados conseguidos por los métodos aplicados en WEKA, estas
dos variables no presentan mucha relevancia en comparacion a las demas.

Con respecto a las otras variables, estas presentan un coeficiente de correlacion de Pearson
cercano a 0 lo que indica que no tienen correlacion lineal con la radiacién solar, pero si se
analizan los resultados de las técnicas utilizadas a partir de WEKA, el punto de rocio y la
evaporacion son variables poco relevantes y por esa razon se descartan. La velocidad del
viento muestra relevancia en dos de los metodos implementados en el software ya
mencionado. Se verifica también que la temperatura minima es relevante para el evaluador
de atributos ReliefFAttributeEval sin aplicar algun filtro a los datos, ademaés esta variable es
una de las més usadas en los modelos de prediccion de los proyectos tomados como
referencia en el Capitulo 2 pero para los otros métodos no se considera relevante.

26



Temperatura Maxima vs. Radiacién solar Temperatura Minima vs. Radiacién solar

6000
5000
4000
3000 o

2000

7000
6000
5000
4000
3000

d
ZDDD.

] 10 20

6000

5000

4000

3000

2000

1000

7000

27



Nubosidad vs. Radiacion solar Evaporacion vs. Radiacion solar
7000 7000

:
A0 B0 NN 490 EED .
4 0 Ne SHBse s
ae

1000

6000

5000

3000

2000

1000

350

35

25

35

25

28



Velocidad de Viento vs. Temperatura Maxima Precipitacion vs. Temperatura Maxima

Nubosidad vs. Temperatura Maxima

* SRS 8
L L REJ

35E l
20 |
]

-

25

A S
[
@ L e i b——— & D

35

25
o 50 100 150 200 250 300 350

Tension de Vapor vs. Temperatura Minima
28

27

25

24

23

2

29



Horas de Brillo Solar vs. Temperatura Minima

Velocidad del Viento vs. Temperatura Minima

-
-
-
45 5
Nubosidad vs. Temperatura Minima
28
. .
: .
.
27 H . H 1 2
: s #
26 - - el -
- -
: 1
25 i :
’ -
-
24 H H
H -
23 ‘ !
-
3 L 4
= ] ]
] . :
21 [
: : - * .
-
20 »
2 3 4 6 8
Recorrido del Viento vs. Temperatura Minima
-
350
Punto de Rocio vs. Humedad Relativa
100
90
80
70
60
50
40
30
20
10 10
0 o
0 5 10 15 20 25 30 5 10 15 20 25

30



HorasBrillo vs. Humedad Relativa

VeloViento vs. Humedad Relativa

Nubosidad vs. Humedad Relativa

-
[
’ -
l ' | ’
I :
4 -

g 3

=~
o

8 8 8 38 3

25

Punto de Rocio vs. Tension de Vapor

0 50 100 150 200 250 300 350

HorasBrillo vs. Tension de Vapor

31




Velocidad del Viento vs. Tension de Vapor

Precipitacion vs. Tension de Vapor

2"
Seys * ° * 1
- hd
-
-
- -
-
10
5
ole—w
0 05 1 15 2 25 3 35 4 45 5 40 60 a0 100 120
Nubosidad vs. Tension de Vapor
30
L]
254 I
20 i
-
-
15
;4 -
10 i
5 5
[} - 0 o
2 3 4 5 6 7 8 5 10 15
- Horas de Brillo Solar vs. PuntoRocio
25
20
15 -
10
5
a -
o 50 100 150 200 250 300 350 12
Velocidad del Viento vs. PuntoRocio
-
-
-
-
10
5 5
0 —e 0
(1} 05 1 15 2 25 3 35 4 45 5 o 20 40 60 80 100 120

32



Nubosidad vs. PuntoRocio Evaporacion vs. PuntoRocio

' I .I
-
ST H

25

o 8
49 SR —
LR )

Recorrido del Viento vs. PuntoRocio Velocidad del Viento vs. Horas de Brillo Solar
25

() 50 100 150 200 250 300 350

Precipitacion vs. Horas de Brillo Solar Nubosidad vs. Horas de Brillo Solar

|
-

]

]
.
L]
L]
IS ] E:'
4 54 MBI N RERE
LI I TR L
&8 M0 - o0

® IR S S
(1]

DLW S S e

Recorrido del Viento vs. Horas de Brillo Solar

12 =

10

-+

15

33



Precipitacion vs. Velocidad del Viento Nubosidad vs. Velocidad del Viento

o a8 @

B TR . 4 .
L K I 1K''N)]

S S A &

O TR b S e 8 B

&8 B OIREND NS 9

oog
w

Recorrido del Viento vs. Velocidad del Viento
-

350

. Nubosidad vs. Precipitacion - Evaporacion vs. Precipitacion
100
-
80 -
-
- '
60
-
- -
- -
40 - H H
- . l -
- ‘ L
20 - [ ] ‘
A I I
n H i Y . l ! | P |
2 3 4 5 [ 7 8
Recorrido del Viento vs. Precipitacion
120 .
L]
be smes L
100 r
> wowme e @
.
80 - 6Ff = = -
-
L ’ - X -
60 51
-
e . LY T S T S
- .
40 .D.“ - - 4t - smmmese e swees @
se " =, A
® 5 * sEmemm sEwEEwme® @ -
o

34



Recorrido del Viento vs. Nubosidad Recorrido del Viento vs. Evaporacion
* mow— - W

3 - - 10

- . - -

ST SRR SS EEs & & - ®

4 LR - - 5

2 e - - o 0

o 50 100 150 200 250 300 350 o 50 100 150 200 250 300 350

Figura 2. Gréficas de dispersion

Al revisar las graficas de dispersion se puede afirmar que variables como punto de rocio y
tension de vapor tienen mucha relacion entre ellas, también la humedad relativa presenta
relacién con variables meteoroldgicas como evaporacion, tension de vapor y punto de rocio.
Estas variables mencionadas no es conveniente tenerlas en el mismo grupo de variables
explicativas del modelo ya que podria presentarse multicolinealidad.

Al revisar todos los métodos aplicados anteriormente para la identificacion de variables
relevantes se pueden destacar las siguientes: horas de brillo solar, velocidad del viento,
nubosidad, temperatura minima, tension de vapor, recorrido del viento, temperatura maxima,
humedad relativa y precipitacion. Pero al confrontar el comportamiento de cada una de estas
variables con la radiacion solar, segun las graficas de dispersién, la Gnica que muestra algin
tipo de relacion visible con la radiacion solar es horas de brillo solar (lineal). Temperatura
maxima también muestra algun tipo de relacion (lineal) con radiacion solar pero la relacion
que presenta horas de brillo solar es mayor, ademas, todos los métodos coinciden que horas
de brillo solar es una variable relevante.

De manera inicial e intuitiva se tomaron como variables de entrada de los modelos de
prediccion: horas de brillo solar, nubosidad, temperatura maxima, temperatura minima,
humedad relativa, velocidad del viento y precipitaciones. Luego de realizar el analisis de las
variables segun los métodos aplicados anteriormente, se llega a la conclusion que se va a
utilizar horas de brillo solar como Unica variable de entrada de los modelos finales de
prediccion, esto también es conveniente en el sentido que el mejor modelo es el mas sencillo
y el que ofrece mejores resultados. En el Anexo A se relacionan los datos de las variables
meteorologicas tomadas para desarrollar los modelos de prediccion.

3.3. Validacion de resultados

Para identificar si las predicciones realizadas por los modelos propuestos son pertinentes y
reflejan el correcto disefio y desarrollo de los mismos, se debe hacer uso de funciones
estadisticas que permitan entender que tan eficaces son los modelos de prediccion elaborados
y si las estimaciones de radiacion solar realizadas se pueden llegar a utilizar confiadamente
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en otros procesos donde se requieran, como procesos fisicos, bioldgicos, generacion de
energia fotovoltaica, complementacion de bases de datos meteoroldgicas, entre otros.

En el presente proyecto se hace uso del coeficiente de determinacion, con el cual se busca
medir la bondad del ajuste o fiabilidad del modelo a los datos reales. La bondad de la
prediccion depende de la relacion entre las variables; si no hay covarianza entre las variables
relacionadas, no se podrian realizar estimaciones de datos validas, y si la intensidad de la
covarianza es moderada, entonces las predicciones no seran confiables.

El coeficiente de determinacion se representa por R? indica cual es la proporcion de la
variacion total en la variable a predecir, que es explicada por el modelo de regresion
estimado, es decir, mide la capacidad explicativa del modelo estimado [18]. Cuanto mayor
sea la proporcion de la variacion total, mejor sera la prediccion. Si llegara a ser igual a 1, las
predicciones serian “exactas”, no tendrian error.

Este coeficiente no s6lo mide la capacidad explicativa de un modelo, sino que, ademas,
permite elegir entre varios modelos cudl es el mas adecuado. Asi si los modelos tienen la
misma variable dependiente (variable que se va a predecir) y el mismo namero de variables
explicativas (variables que predicen), serd mas adecuado el que tenga un coeficiente de
determinacion mayor [18].

En el proyecto llamado “Radiacion Solar Horaria: Modelos De Estimacion A Partir De
Variables Meteoroldgicas Basicas” [1], también se hace uso del coeficiente de determinacion
como una forma de medir el desempefio de los modelos propuestos. Esto indica que el
coeficiente de determinacion es un buen indicador del rendimiento de modelos de prediccion.
Para calcular el coeficiente de determinacion se hara uso de la Ecuacion 1.

_ X — 371')2
2(yi — ¥)?

Ademas del coeficiente de determinacidn, se realiza la validacién de resultados por medio
del Error de la raiz cuadrada de la media (RMSE), el cual consiste en la raiz cuadrada de la
sumatoria de los errores cuadraticos. EI RMSE es una medida cuantitativa del desempefio
utilizada comdnmente para para evaluar métodos de prondstico.

RZ2 =1 Ecuacion 1.

Es una medida de precision, para comparar los errores de prediccion de diferentes modelos
para un conjunto de datos en particular y no entre conjuntos de datos que ya dependen de la
escala. Esta medida siempre toma un valor positivo, un valor de 0 indicaria un ajuste perfecto
de los datos.

El RMSE indica el ajuste absoluto del modelo de los datos, cuan cerca estan los puntos de
datos observados de los valores predichos del modelo. En los proyectos llamados “Radiacion
Solar Horaria: Modelos De Estimacion A Partir De Variables Meteorologicas Bésicas™ [1]y
“Modelo Para La Prediccion De La Radiacion Solar A Partir De Redes Neuronales
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Artificiales” [8] también hacen uso del RMSE para la validacion de los resultados. Para
calcular el RMSE se hara uso de la Ecuacion 2.

M

1 .
RMSE = MZ(Valor real; — Valor estimado;)? Ecuacion 6.
i=1

Ademas, se ilustran graficas comparativas entre los valores de radiacion solar estimados y
los valores de radiacion solar medidos para poder identificar facilmente la fidelidad de la
prediccion. Los datos utilizados para validacion de resultados seran especificados mas
adelante, en los capitulos definidos para el disefio y desarrollo de cada modelo propuesto.

3.4. Modelos propuestos inicialmente

De manera inicial se desarrollaron dos modelos de prediccion de radiacion solar, los cuales
no cumplieron con las expectativas pero fueron bastante Utiles en el sentido que trazaron la
ruta adecuada para la elaboracion de los modelos funcionales de prediccién.

3.4.1. Modelo neuronal previo

Para este modelo se desarrollaron tres submodelos, los cuales tienen en comun su topologia,
pero se diferencian en el nimero de entradas, las variables meteoroldgicas que se utilizaban
como insumos del modelo y el nimero de neuronas en las capas ocultas. Como entradas del
primer submodelo se escogieron las siguientes variables meteoroldgicas: horas de brillo
solar, nubosidad, temperatura maxima, temperatura minima, humedad relativa, velocidad del
viento y precipitaciones; para el segundo submodelo las variables fueron: horas de brillo
solar, nubosidad, temperatura maxima, temperatura minima, humedad relativa; para el tltimo
submodelo se escogieron las horas de brillo solar, la nubosidad y la humedad relativa.

Con ayuda del software Matlab se desarroll6 el modelo de prediccion de radiacién solar
mediante RNA. Se plante6 un modelo neuronal feed-forward backpropagation con algoritmo
de entrenamiento LM. El modelo presentaba una capa de entrada, dos capas ocultas y una
capa de salida, como se muestra en la Figura 3. La funcion de activacion escogida para las
capas ocultas fue Tangente Sigmoidea. La funcion de activacion usada en la capa de salida
fue la lineal.

Debido a que los datos de entrada y salida pueden contener ruido, se propone la Ecuacién 3
para suavizarlos. El problema con esta funcion es que realiza un suavizado bastante agresivo,
como se ve reflejado en la Figura 4. De esta forma el modelo neuronal puede realizar la
prediccion facilmente ya que dejan de ser datos estocasticos y se convierten en datos descritos
por una funcion que la red neuronal puede aprender. Se debe indicar que no fue posible
retroceder el proceso de suavizado ni regresarlos a las escalas normales, asi que son datos
poco confiables que no pueden ser utilizados ni aplicados en ningln proceso. Para validar los
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resultados solo se tuvo en cuenta el coeficiente de determinacion (R?), ademas de la
comparacion del comportamiento de los datos reales y los datos estimados.

r w N
Layer Layer
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® / / " >0
b b
—_— 1
\ 80 ]\ 1 y
Capade
Entrada Capa Oculta 1 Capa Oculta 2 Capa de Salida

Figura 3. Diagrama del modelo de prediccion neuronal previo con cinco variables de
entrada, dos capas ocultas de ochenta y veinte neuronas cada una, y una capa de salida.

y(n) = y(n)+y(n-1) Ecuacion 11.
n+1l

El modelo fue capaz de conseguir un valor de R? o una bondad de ajuste de 0.93, o también
expresado de otra forma, se obtuvo un 93% de la variabilidad de radiacién solar explicada
por la variabilidad de las variables de entrada, en este caso cinco variables (segundo
submodelo).

En la Figura 5 se muestran los datos reales y los datos estimados. Se observa que los datos
estimados siguen una tendencia, tienen un comportamiento similar a los datos reales de
radiacion solar, ademas del hecho que se obtuvo un coeficiente de determinacion bueno, pero
como se especificd anteriormente este resultado no es Gtil ya que no se encontré la forma de
retroceder el proceso de suavizado, por esa razon se llegd a la conclusion de que no es un
modelo funcional. En el Anexo B del libro se adjunta la tabla de resultados del modelo
neuronal descrito anteriormente.
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Figura 5. Resultados modelo neuronal previo.

3.4.2. Modelo difuso

Para el modelo de prediccion con logica difusa se utilizaron como variables de entrada: horas
de brillo solar, nubosidad, temperatura maxima, temperatura minima, humedad relativa,
velocidad del viento y precipitaciones. No se suavizaron los datos. Se utilizo el calculo de R?
para medir la precision del modelo. En la Figura 6 se muestra el diagrama del modelo fuzzy
previo.
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Con ayuda del software Matlab se desarroll el modelo de prediccion de radiacion solar
mediante légica difusa. Se planted un modelo fuzzy con 106 reglas, con tres y cinco funciones
de membresia, segun una valoracion de la distribucién de datos, la cual indicé que para las
variables de horas de brillo solar, precipitaciones y radiacion solar necesitaban cinco
funciones de membresia, las cuales eran: trapezoidales en los extremos, gaussianas en los
medios y en el centro triangular; para las otras cuatro variables se plantearon tres funciones
de membrecia, las cuales eran: trapezoidales en los extremos y triangular en el centro.

Las cuatro primeras reglas solo utilizaron las horas de brillo solar y la radiacion solar, en las
otras 102 reglas se utilizaron todas las variables.

HORAS DE BRILLO
SOLAR

NUBOSIDAD

TEMPERATURA
MAXIMA

TEMPERATURA MODELO RADIACION
MINIMA FUZZY SOLAR

HUMEDAD
RELATIVA

VELOCIDAD DEL
VIENTO

PRECIPITACIONES ‘

Figura 6. Diagrama del modelo Fuzzy.

En las figuras que se presentan a continuacion se muestran las funciones de membresia
aplicadas a cada variable del modelo difuso.
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Funciones de membresia - Horas de Brillo Solar
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Figura 7. Funciones de membresia de horas de brillo solar.
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Figura 8. Funciones de membresia de nubosidad.
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Funciones de membresia - Temperatura Maxima
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Figura 9. Funciones de membresia de temperatura maxima.
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Figura 10. Funciones de membresia de temperatura minima.
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Funciones de membresia - Humedad Relativa
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Figura 11. Funciones de membresia de humedad relativa.

0.8

Degree of membership
o
(o]}

e
=~

0.2

Funciones de membresia - Velocidad del Viento
T T T T I
Baja Media

Alta

0 0.5 1 1.5 2 25 3 3.5

m/s

Figura 12. Funciones de membresia de velocidad del viento.
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Figura 14. Funciones de membresia de radiacion solar.
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Figura 15. Resultados modelo Fuzzy.

Este modelo obtuvo un coeficiente de determinacion de 0.42, o expresado de otra forma, se
obtuvo que el modelo explica 42% de la variabilidad de la radiacion solar, si se tiene en
cuenta que el valor deseado de la bondad del ajuste es de 1, el resultado obtenido para este
modelo no es muy alentador. Pero si comparamos el comportamiento de los datos estimados
con los datos reales se puede identificar que tienen una tendencia, tratan de seguir los datos
reales como se muestra en la Figura 15. Esto es bastante interesante ya que muestra que el
modelo de prediccion es preciso porque los datos estimados presentan un comportamiento
similar a los datos reales de radiacion solar a pesar de no obtener los valores exactos. Aunque
esto muestra un buen resultado, no se debe tomar este modelo de prediccion como el
definitivo ya que cuenta con muchas variables de entrada ademas que tiene muchas reglas de
inferencia, lo cual hace que el modelo pierda confianza porque el mejor modelo es el mas
simple y que muestra mejores resultados.

Se pudo sacar conclusiones utiles, como que las horas de brillo solar es una variable muy
importante ya que se encontré en todas las reglas del modelo y en cuatro de esas reglas solo
se utilizo esta variable de entrada y esto permiti6 mejorar el modelo. También se pudo
identificar que las funciones de membresia son un factor relevante que pueden mejorar el
modelo. Todos los conceptos descritos en este punto seran ampliamente detallados en el
capitulo correspondiente al desarrollo del modelo de inferencia difuso. En el Anexo C se
adjunta una tabla en la cual se relacionan las reglas del modelo descrito.
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Capitulo 4. Modelo neuronal para prediccion de radiacion solar.

Las redes neuronales artificiales (RNA) son modelos matematicos inspirados en el
funcionamiento del cerebro. Las RNA son aproximadores no lineales que “imitan” el
comportamiento de las redes neuronales bioldgicas. Permiten resolver problemas complejos,
como sistemas no lineales, ya que tomando datos historicos de las variables de interés son
capaces de aprender el comportamiento de esos datos y replicarlo de manera precisa incluso
si se cambia el conjunto de datos dado inicialmente. Esto indica que las RNA pueden
responder a situaciones a las cuales no han sido expuestas o que tengan informacion
distorsionada porque generalizan a partir de casos anteriores.

Ya que las RNA son capaces de aprender de la experiencia con ejemplos ilustrativos se puede
decir que son adaptativas. Para los sistemas neuronales, el procesamiento de la informacién
es en paralelo debido a que varias unidades de procesamiento 0 neuronas pueden estar
funcionando al mismo tiempo. Las neuronas estan unidas entre si por conexiones con pesos.

Un modelo neuronal basico cuenta con el conjunto de entrada, los pesos, la funcion de suma,
la funcion de activacion y la salida. Este modelo basico fue presentado por McCulloch W. 'y
Pitts W. en 1943 [19]. El modelo neuronal mayormente utilizado es el perceptron multicapa,
el cual estd organizado por capas. Cada capa esta compuesta por un conjunto de neuronas
donde las entradas de informacion vienen de la misma fuente y las salidas de informacion
tienen el mismo destino. Para el perceptron multicapa se cuenta con la capa de entrada, la
capa oculta o intermedia y la capa de salida. La cantidad de capas de una RNA esta definida
por la cantidad de neuronas entre la capa oculta y la capa de salida. En la Figura 16 se
representa el perceptrén multicapa.

SO
{_)——Y2
Salida
Capa de Capa Capa de
Entrada Oculta Salida

Figura 16. Perceptrén multicapa.

En el proceso de aprendizaje las RNA actualizan los pesos e incluso su arquitectura, en
algunos casos, para cumplir con el objetivo propuesto. Teniendo en cuenta la informacion de
la que dispone la red se puede tener un aprendizaje supervisado donde se conoce la salida del
problema y la red trata de disminuir el error existente entre la salida conocida y la calculada
con el fin de que la salida calculada sea igual a la deseada, también se puede tener un
aprendizaje no supervisado donde los valores de salida no se conocen y debe extraer rasgos
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o0 agrupar informacion similar a partir de lo que conoce. Asi mismo, en el proceso de
aprendizaje se encuentra un concepto relevante denominado algoritmos de aprendizaje los
cuales mediante un proceso matematico ajustan los pesos de la red y se tienen algoritmos
como minimizacion del error, Boltzmann, Hebb y competitivo, donde se usan cominmente
los algoritmos asociados a la minimizacion de errores como el de retropropagacion
(backpropagation) [20].

El modelo propuesto en este capitulo utiliza dos tipos de redes neuronales muy interesantes
y ampliamente empleadas en proyectos investigativos, las redes neuronales SOM (Mapas
Autoorganizados) y las redes feed-forward backpropagation. Los mapas autoorganizados son
modelos de aprendizaje no supervisado competitivo, por otro lado, las redes feed-forward
son modelos que cuentan con aprendizaje supervisado. A continuacion, se relacionan
aspectos relevantes de ambos tipos de redes neuronales.

Mapas Auto-organizados (SOM)

Como se menciond anteriormente son redes neuronales que poseen un aprendizaje no
supervisado competitivo, lo que implica que no se conoce la salida del sistema (target) por
lo que debe basarse en las entradas para cumplir con su objetivo. Las redes SOM deben
identificar rasgos, similitudes, correlaciones o patrones en los datos de entrada y acoplarlos
a su estructura interna de conexiones y pesos.

Se dice que es aprendizaje competitivo porque las neuronas compiten entre ellas con el fin
de llevar a cabo una tarea dada. Cuando se presenta un patron de entrada a la red, sélo una
de las neuronas de salida (0 un grupo de neuronas cercanas) debe activarse. Es decir, las
neuronas compiten por activarse y solo queda una la cual se le llama vencedora, el resto de
las neuronas no se tienen en cuenta y son forzadas a sus valores de respuesta minimos. Las
redes SOM crean categorias (clusteres) de los datos de entrada de la red, los valores similares
se clasifican en la misma categoria y deben activar la misma neurona de salida [21].

Las redes SOM estan compuestas por dos capas. La capa de entrada se encarga de recibir la
informacion y transmitirla a la capa de salida. La capa de salida es la encargada de procesar
la informacion y formar el mapa de rasgos. Es comun encontrar que las neuronas de la capa
de salida se organicen en forma de mapa bidimensional, esto se ve reflejado en la Figura 17.

Las neuronas de la capa de salida no estan conectadas entre si, pero cada una de éstas va a
tener una influencia entre las neuronas cercanas a ellas, lo anterior se consigue a través de un
proceso competitivo entre las neuronas, ademas de aplicar una funcion denominada funcion
de vecindad, que produce la topologia (estructura) del mapa. Es decir, las neuronas cercanas
responden a patrones similares [22].
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Figura 17. Estructura de las redes SOM.
Redes Neuronales Feed-forward Backpropagation

Las redes feed-forward son un conjunto de neuronas que reciben informacién de muchas
variables, la procesan y luego dan una respuesta que puede ser multivariable también. La
topologia del arreglo de neuronas de las redes feed-forward y las conexiones entre ellas hace
que la informacién fluya en una sola direccion para que no pueda pasar mas de una ocasion
por una neurona antes de que se genere la respuesta de salida [23]. Tal y como muestra la
Figura 18.

ENTRADA
SALIDA

CAPAS OCULTAS
Figura 18. Diagrama de las redes neuronales feed-forward.

Las redes ingresan los datos a través de las neuronas de la capa de entrada, y al pasar la
informacion a la capa oculta, las neuronas reciben la suma ponderada de las entradas que
estan conectadas a ella. Las conexiones entre neuronas representan un peso de conexion.

Como se menciond anteriormente las redes feed-forward tiene un aprendizaje supervisado,
el cual involucra un ajuste de los pesos comparando la salida deseada con la respuesta de la
red de manera que el error sea minimo.

El algoritmo de aprendizaje comunmente utilizado en las redes feed-forward es propagacion

hacia atras (backpropagation) el cual que busca reducir el error cuadratico medio (MSE) y es
similar al método de regresion generalizado.
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Después de tener claridad en las bases teoricas de las RNA se describe de manera detallada
el desarrollo del modelo neuronal propuesto con la finalidad de predecir la radiacién solar.
En la Figura 19 se ilustran las etapas del desarrollo del modelo neuronal propuesto. Cabe
recalcar que es diferente al modelo propuesto previamente y plasmado en el Capitulo 3.

ADQUISICION Y <
PREPROCESAMIE T"gf,%’}"ggii%“]z ENTRENAMIENTO SIMULACION DE
NTO DE LOS oD DE LA RED LA RED
DATOS

Figura 19. Etapas de desarrollo del modelo neuronal de prediccién de radiacion solar.

4.1. Datos de entrada y salida para el modelo de prediccién neuronal

Los datos utilizados en este modelo son los mismos que se usan en el modelo fuzzy descrito
mas adelante: horas de brillo solar, nubosidad, temperatura maxima, temperatura minima,
humedad relativa, velocidad del viento y precipitaciones. La salida del modelo sera la
radiacion solar. El set de datos para el entrenamiento se tomd desde el 1 de febrero del 2013
hasta el 31 de diciembre del 2015, y para la simulacion del modelo se tom6 desde el 1 de
enero de 2016 hasta el 30 de septiembre de 2016. Cabe aclarar que se definen 7 variables de
entrada, pero se realizaran pruebas donde no necesariamente se usen todas las variables, esto
con el fin de observar como es el comportamiento del modelo.

Aunque las variables de entrada de este modelo son las mismas del modelo fuzzy, se usan de
manera distinta. EI modelo neuronal es un modelo de aprendizaje y requiere de bastante
precision a la hora de escoger los insumos del sistema porque la inclusion o exclusion de una
variable puede afectar el rendimiento del modelo. Esto se evidencia cuando el sistema no es
capaz de aprender el comportamiento de los datos debido a la no relacion entre las variables
de entrada, eso impide la prediccién. La formaen la cual se eligieron esas variables de entrada
esta descrita detalladamente en el Capitulo 3.

4.2. Disefio estructural del modelo de prediccion neuronal

El modelo neuronal desarrollado en este capitulo tiene como funcién predecir la radiacion
solar diaria a partir de datos diarios de otras variables meteoroldgicas de facil medicion como
las horas de brillo solar, nubosidad y temperatura. Para alcanzar el objetivo se utilizan las
RNA, las cuales toman datos histéricos de las variables meteorologicas y aprenden su
comportamiento, asi pues, son capaces de estimar los datos de radiacion incluso con datos
nuevos. Todo lo anterior ha sido explicado a lo largo del presente libro. La representacion
genérica de este modelo propuesto se muestra en la Figura 20.
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Figura 20. Representacion genérica del modelo de prediccion neuronal.
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Con el fin de conseguir predicciones acertadas de la radiacion solar se desarrolla un modelo
que cuenta con dos tipos de redes neuronales muy Utiles y pertinentes para esta clase de
proyectos, que son las redes feed-forward y las redes SOM. Ambos tipos de redes neuronales
fueron descritos en el inicio del presente capitulo.

Es facil notar que el modelo neuronal propuesto es distinto al modelo neuronal previo
mencionado en el Capitulo 3. EI modelo previo utiliza las redes feed-forward y el suavizado
de los datos para predecir la radiacion solar, pero se pudo evidenciar que el suavizado de los
datos es muy agresivo lo cual dificulta bastante el proceso de reversién del suavizado y los
resultados obtenidos no estan en escalas que puedan ser utiles. En cambio, el modelo
neuronal propuesto busca clasificar los datos por categorias donde los valores sean similares
con ayuda de las redes SOM, luego aplicar redes feed-forward a cada categoria y realizar la
prediccion a cada una para obtener al final una prediccion completa del set de datos.

El desarrollo del modelo fue posible con ayuda del software Matlab usando Neural Network
Toolbox, que ofrece funciones y herramientas para poder implementar el modelo disefiado.
En la siguiente seccidn se especifican de manera detallada la construccion y entrenamiento
del modelo basandose en las funciones de programacion utilizadas en el proceso de
elaboracion.

4.3. Construccion y entrenamiento del modelo de prediccion neuronal

Se plantea un modelo de aprendizaje supervisado, por lo tanto, se necesitan los datos
histéricos de radiacién solar para el entrenamiento del modelo neuronal. Las series
temporales de las variables de entrada y de salida deben ser los mismos. Tanto las variables
a utilizary las series temporales ya fueron definidas en este capitulo anteriormente. Una parte
del modelo posee aprendizaje no supervisado, ya que se usa las redes SOM para la
categorizacion de los datos. En la Figura 21 se presenta la estructura del modelo. Todo esto
sera explicado a medida que se desarrolle esta seccion.

La construccion del modelo de prediccion neuronal de radiacion solar se describe siguiendo
las funciones realizadas y los procesos que intervienen en el disefio y entrenamiento del
modelo. Los procesos llevados a cabo son los siguientes:

e Procesamiento de la informacion.
e Categorizacion de los datos segun la variable de entrada elegida.
e Implementacion de una red neuronal para cada categoria.

Con respecto al procesamiento de la informacidn, en el Capitulo 3 se realiza un pre procesado
de los datos. Para este modelo se hacen uso de la normalizacion de datos e integracion de
datos como procesamiento adicional. La normalizacion solo se aplica a los datos de radiacion
solar, ya que la escala de estos datos es muy superior (en un factor de 1000) en comparacion
con los datos de las otras variables meteoroldgicas, por lo tanto, se toman los datos de
radiacion solar y se dividen por mil. La integracion se aplica a todos los datos, tanto los datos
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de entrada como los datos de salida. Para la integracion se utiliza la funcion trapz de Matlab,
la cual realiza la integracion numérica mediante el método trapezoidal, este método aproxima
la integracion sobre un intervalo dividendo el &rea bajo la curva en trapezoides con &reas mas
facilmente comparables [24]. A la hora de aplicar el integrador al modelo se da la opcién de
ingresar el orden de integracion deseado, asi que el cddigo desarrollado en Matlab es flexible
en el sentido que permite integrar los datos si se quiere o dejarlo de orden cero donde no
realiza la integracion.

Para la categorizacion de los datos se plantea un cédigo el cual permite elegir la variable que
se quiere categorizar y con base en ella se categorizan las demas, por esta razon se define la
topologia de la red SOM como 1xC, donde C es el numero de neuronas o clusteres que van
a “almacenar” los datos de esa variable con caracteristicas similares. Debido a que los datos
de la variable meteorol6gica no estan ordenados segun los clisteres, se debe tener un puntero
el cual indique los dias de los datos que pertenecen a cada clister ya que es poco probable
que datos consecutivos pertenezcan al mismo clUster; esto se hace con el fin de poder agrupar
los datos de las demas variables con base en esos dias especificos. Es decir, luego de
categorizar la variable meteoroldgica de interés, se crea un vector puntero el cual indica a
que dia pertenece cada dato de cada cluster; posteriormente se definen esas categorias para
esos mismos dias de las otras variables meteoroldgicas; seguidamente se agrupan los de todas
las variables segun las categorias y se crean matrices de datos de entrada y de salida. Al final
se obtienen C matrices de datos de entrada y de salida. La dimension de las matrices de
entrada es mxn, donde m es el numero variables definidas y n es el nimero de datos por cada
categoria. La dimension de las matrices de salida es 1xn. Se puede observar facilmente que
la dimensidn de las matrices de entrada y salida varia de acuerdo a cada categoria.

Se implementan redes neuronales feed-forward backpropagation con algoritmo de
entrenamiento LM, dos capas ocultas y funciones de activacion tansig para cada categoria.
Se toman las matrices de entrada y salida por categoria, y se implementa la red neuronal para
esos datos. Las matrices de entrada de tomaran como el patron (P) y las matrices de salida se
tomaran como el target (t). De cada red neuronal se obtienen matrices de dimension 1xn, esos
vectores contienen los datos estimados de radiacion por categoria. Esos datos obtenidos se
encuentran en desorden, por la razén que se mencioné en el parrafo anterior. Para poder
consolidar ordenadamente los datos estimados por cada red neuronal se debe tener en cuenta
el vector puntero, definido previamente. El puntero tiene definido a que dia pertenece cada
dato de cada categoria, con base en ello se consolidan y se reordenan los datos estimados por
cada red neuronal.
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Figura 21. Estructura del modelo neuronal.
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4.4. Modelo neuronal simple

Se propone otro modelo neuronal, muchos mas simple, el cual utiliza solamente redes feed-
forward y solo tiene una variable de entrada la cual es horas de brillo solar. Este modelo se
desarrolla con el fin de buscar el mejor modelo, que sea el méas sencillo y que presente
mejores resultados.

Este modelo neuronal tiene dos capas ocultas, se hace un barrido de neuronas modificando
el nimero de neuronas por capa, se aumenta el nimero de neuronas de diez en diez y el
méaximo de neuronas por capa es de cien, de igual forma como se realizé en los modelos
neuronales presentados en las secciones anteriores. Se prueba el modelo cinco veces para
cada combinacién, de esta forma se prueba la precision y exactitud del modelo, es decir la
repetibilidad y fidelidad de los resultados. El algoritmo de entrenamiento utilizado es el
Levenberg—Marquardt.

Lo que diferencia este modelo neuronal es que solo se trabaja con una variable de entrada, la
cual es horas de brillo solar; esto se debe a que es la variable mas relevante teniendo en cuenta
los calculos del coeficiente de correlacion de Pearson de cada variable, los resultados
obtenidos por los métodos utilizados en el software WEKA, las graficas de dispersion y los
resultados obtenidos por el modelo difuso.

Para la representacion genérica de este modelo neuronal se puede tomar la ilustrada en la
Figura 20, pero difiere en el simple hecho de que solo se refleja como insumo horas de brillo
solar.

Es facil identificar que es un modelo mucho mas simple que los modelos neuronales
presentados anteriormente, debido a que solo utiliza una variable como entrada, la cual es la
mas relevante, este modelo promete resultados interesantes, los cuales serdn mostrados en el
Capitulo 6.
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Capitulo 5. Modelo de inferencia difuso para prediccién de radiacion solar.

La logica difusa representa de forma matematica informacion imprecisa, inexacta o con cierto
grado de incertidumbre para el manejo de procesos, a diferencia de la lo6gica tradicional, la
cual necesita informacién bien definida [25]. La légica difusa permite relacionar entradas y
salidas mediante condiciones de causa y efecto, esas condiciones son expresiones linglisticas
Ilamadas reglas de inferencia difusas y se representan por medio de juicios if-then [26]. Las
reglas mencionadas son dadas por un experto que basado en el conocimiento que tiene del
sistema o del proceso es capaz de definir estas reglas con precision. Las reglas difusas se
representan de la siguiente forma: IF antecedente THEN consecuente, donde el antecedente
0 premisa es (son) la(s) condicion (es) que define (n) a las entradas del sistema y el
consecuente es la accion a ejecutarse teniendo en cuenta esas condiciones establecidas [27].

Los sistemas difusos méas populares son: Mamdani y Takagi-Sugeno. En la Figura 22 se
presentan los diagramas del procesamiento de cada sistema difuso.
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Figura 22. Diagrama del procesamiento general del sistema difuso: Mamdani (a) y Sugeno

(b).
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El tipo de sistema difuso méas usado es el Mamdani ya que es facil de aplicar y cuenta con
defuzzificador que permite tomar la salida difusa y convertirla en salida numérica para que
pueda ser interpretada por elementos externos como controladores.

Otro elemento importante de la I6gica difusa son las funciones de membresia o funciones de
pertenencia, ya que como su nombre lo indica, representan la pertenencia de un elemento a
un subconjunto que esta definido por una etiqueta; estas etiquetas se denominan universo de
discurso, con el cual se definen las condiciones que se reflejan en las reglas de inferencia.
Las funciones de membresia mas utilizadas son: trapezoidales, triangulares y gaussianas.

Teniendo claras las bases de los sistemas difusos se describe el desarrollo del modelo
planteado para predecir la radiacion solar. La representacion genérica del modelo fuzzy se
muestra en la Figura 23.

5.1. Datos de entrada y salida

Para este modelo se toman como entrada las mismas variables meteoroldgicas utilizadas en
el modelo neuronal: horas de brillo solar, nubosidad, temperatura maxima, temperatura
minima, humedad relativa, velocidad del viento y precipitaciones. La salida del modelo sera
la radiacion solar, la cual se uso6 en los modelos anteriores.

La base de datos se tomara desde el 1 de enero de 2016 hasta el 30 de septiembre de 2016.
Lo anterior se debe a que este mismo periodo de tiempo se tomd como conjunto de datos
para la estimacion de la radiacion solar en el modelo neuronal, asi que se debe utilizar la
misma serie temporal para la prediccion de radiacion solar por medio del modelo difuso y al
final poder realizar comparaciones precisas entre ambos modelos teniendo en cuenta que
realizaron la prediccion con la misma cantidad de datos.

Aunque las variables de entrada de este modelo son las mismas del modelo neuronal, se usan
de manera distinta, ya que el modelo difuso esta basado en decisiones que toma el experto y
las expresa en forma de reglas en las cuales no necesariamente se deben incluir todas las
variables de entrada porque la inclusién o no de cada una de estas variables puede afectar
significativamente el rendimiento del modelo y esto es lo que define el experto apoyado en
el conocimiento adquirido por la experiencia.

5.2. Funciones de membresia y universo de discurso

Como se menciond anteriormente, las funciones de membresia representan el grado de
pertenencia de los datos a un conjunto especifico. Cada una de estas funciones tiene una
ecuacion caracteristica, tienen una aplicacion diferente y su eleccion depende de cuél sea la
funcion que tome de una mejor manera los datos de la variable o variables a modelar.
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La funcion de membresia escogida es la Gaussiana, se hace uso de esta funcién en cada una
de las variables y para todo el universo de discurso. Esta funcion usa una distribucién normal
para convertir los valores originales y asi definir el grado de pertinencia. El punto medio de
la distribucion normal determina el valor ideal en el conjunto; la pertenencia de los otros
valores disminuye a medida que se alejan del punto medio, en ese caso se dice que dejan de
pertenecer al conjunto. Esta funcién es util si los datos se encuentran cerca de un valor

especifico [28].

Para encontrar el numero y la distribucion adecuada de las funciones de membresia se hace
uso de Excel y se realizan graficas para cada una de las variables en las cuales se relacionan
el valor que toma cada variable y la frecuencia con la que aparece cada uno de estos valores.
De la Figura 24 a la Figura 31 se muestra la distribucion de los datos de cada variable

meteoroldgica.
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Figura 28. Distribucion de datos de humedad relativa.
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Figura 31. Distribucion de datos de radiacién solar.

Observando detalladamente las graficas de la distribucion de los datos de cada variable
meteoroldgica, es posible determinar de manera aproximada el nimero de funciones de
membresia para cada variable teniendo en cuenta la distribucion de los datos que presentan
las mismas. En la Tabla 6 se relacionan el nimero de funciones de membresia definidos para
cada variable.

Para la implementacion de este modelo se usé la herramienta Fuzzy Logic Designer del tool
Fuzzy Logic de Matlab, la cual permite definir el tipo de sistema difuso, el nimero de
variables de entrada y salida, el nimero y el tipo de funciones de membresia, el universo de
discurso, entre otros.
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Tabla 6. Nimero de funciones de membresia por variable.
Variables Meteorologicas Numero de funciones de membresia
Horas de brillo solar
Nubosidad
Temperatura maxima
Temperatura minima
Humedad relativa
Velocidad del viento
Precipitaciones
Radiacion solar

oljorjor|orjoro1|o| o1

Como se menciond anteriormente, la funcion gaussiana fue definida como funcion de
membresia para cada variable. Matlab ofrece dos tipos de funcién gaussiana; el primero es
mas conocido porque esta representado por la clasica campana de Gauss cuyo punto medio
estd en el centro de la funcion, y el segundo es una combinacién de dos funciones de
membresia gaussianas que permite cambiar el punto medio. Para las variables de entrada las
funciones de membresia fueron gaussianas tipo 1 y para la variable de salida fueron
gaussianas tipo 2 debido a que los datos representados por cada funcién no tenian una
distribucion centrada en el punto medio.

Teniendo claro el nimero de funciones de membresia para cada variable se realiza la
colocacion de estas funciones teniendo en cuenta la distribucion de los datos mostrada desde
la Figura 32 hasta la Figura 39 y el rango definido por los valores minimos y maximos de las
variables tanto de entrada como de salida. Se considera también que las funciones de
membresia deben estar superpuestas ya que segun expertos y la literatura los niveles
linguisticos tienen limites grises los cuales pueden estar definidos en las intersecciones de las
funciones [29].

El universo de discurso etiqueta cada funcion de membresia y con estas etiquetas se plantea
las reglas del modelo de prediccion. A continuacidn, se indica el universo de discurso para
cada variable basandose en el nimero de funciones de membresia.

Horas de brillo solar: Muy pocas, Pocas, Medio, Muchas, Demasiadas.
Nubosidad: Muy baja, Baja, Medio baja, Media, Alta y Muy alta.
Temperatura maxima: Muy baja, Baja, Media, Alta y Muy alta.
Temperatura minima: Muy baja, Baja, Media, Alta y Muy alta.
Humedad relativa: Muy baja, Baja, Media, Alta y Muy alta.
Velocidad del viento: Muy baja, Baja, Media, Altay Muy alta.
Precipitaciones: Muy baja, Baja, Media, Alta y Muy alta.

Radiacion solar: Muy baja, Baja, Media, Alta y Muy alta.

Con base en lo desarrollado en este capitulo, las figuras presentadas a continuacion muestran
las funciones de membresia ya implementadas para cada variable usando la herramienta
Fuzzy Logic Designer del software Matlab.
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Funciones de membresia - Horas de brillo solar
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Figura 32. Funciones de membresia de horas de brillo solar.

Funciones de membresia - Nubosidad

0.8

e
o))

o
=

Degree of membership

0.2

MuyBaja Baja MedioBaja Media

5
Octas

Figura 33. Funciones de membresia de nubosidad.
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Funciones de membresia - Temperatura Maxima

T T
MuyBaja Baja Media Alla

0.8

Degree of membership
o
[#]

o
~

0.2

MuyAlia

25 30 35
°C

40

Figura 34. Funciones de membresia de temperatura maxima.
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Figura 35. Funciones de membresia de temperatura minima.
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Funciones de membresia - Humedad Relativa
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Figura 36. Funciones de membresia de humedad relativa.
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Figura 37. Funciones de membresia de velocidad del viento.
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Funciones de membresia - Precipitacion
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Figura 38. Funciones de membresia de precipitacion.
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Figura 39. Funciones de membresia de radiacion solar.
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5.3. Reglas de inferencia

Las reglas de inferencia son las expresiones que reflejan las condiciones del sistema difuso.
Las reglas difusas se obtienen a partir de un conocimiento previo del fenémeno o variable de
interés. Los resultados obtenidos del sistema difuso estan relacionados con las reglas
definidas ya que vinculan los datos de entrada y salida con premisas condicionadas, las cuales
se deben cumplir para tener un resultado Util.

Debido a que el modelo propuesto posee diversas variables de entrada, sera necesario utilizar
varias de ellas en una misma regla, por lo tanto, se debe definir el conector logico indicado
que enlace de la mejor manera esas variables de entrada y asi obtener los condicionales
precisos para el modelo. En el modelo difuso propuesto se utiliza el conector logico “and”
para cada regla que necesite incluir varias entradas, este conector es incluyente por lo que se
deben cumplir todas las condiciones expresadas en la regla para que se lleve a cabo.

Con respecto al nimero de reglas, se puede indicar que un sistema difuso con “n” entradas y
“x” funciones de membresia para cada entrada, el nimero de reglas esta definido de la forma
x" [30]. En este modelo se utilizaron 68 reglas, las cuales se definieron segun la correlacion
entre variables mostrada en el Capitulo 3 y de manera heuristica. Con respecto a las otras
propiedades del sistema difuso como el método and y el método or se dejan por defecto
(minimo para and y maximo para or). Para la defuzzificacion se utiliza el método del
centroide. En el Anexo D se relacionan las reglas definidas para este modelo.

5.4. Modelo de inferencia difuso simple

Se propone otro modelo difuso, muchos mas simple, se desarrolla con el fin de buscar el
mejor modelo, que sea el mas sencillo y que presente mejores resultados. Este modelo difuso
cuenta con el mismo numero de funciones de membresia y la misma distribucion de esas
funciones, utilizadas en el modelo descrito anteriormente (con 7 variables de entrada), para
la variable de entrada y de salida. También se hace uso del mismo tipo de funciones de
membresia, Gaussiana tipo 1 para horas de brillo solar y Gaussiana tipo 2 para radiacion
solar. Lo que diferencia este modelo de inferencia difuso es que solo se trabaja con una
variable de entrada, la cual es horas de brillo solar; esto se debe a que es la variable mas
relevante teniendo en cuenta los calculos del coeficiente de correlacion de Pearson de cada
variable, los resultados obtenidos por los métodos utilizados en el software WEKA, las
gréficas de dispersion y los resultados obtenidos por el modelo difuso. En el Anexo E se
relacionan las reglas definidas para este modelo. Para la representacion genérica de este
modelo difuso se puede tomar la ilustrada en la Figura 23, pero difiere en el simple hecho de
que solo se refleja como insumo horas de brillo solar.

Es facil identificar que es un modelo mucho mas simple que el modelo difuso presentado
anteriormente, debido a que solo utiliza una variable como entrada, la cual es la mas
relevante, este modelo promete resultados interesantes, los cuales seran mostrados en el
Capitulo 6.
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Capitulo 6. Resultados, conclusiones y trabajos futuros.

Para la prediccion de la radiacion solar se plantearon dos modelos basados en técnicas de
inteligencia computacional, los cuales generan resultados de prediccion que conllevan a
conclusiones relevantes para el estado del arte. La culminacion de este trabajo de tesis
permite, ademas, proponer y motivar la realizacion de trabajos futuros para investigadores
que deseen continuar con este apasionante tema.

6.1. Resultados obtenidos

Los modelos propuestos para predecir la radiacion solar nacen como alternativas a las
estimaciones presentadas por los sistemas estadisticos y matematicos generalmente usados.
En esta seccion se plasman los resultados obtenidos para cada modelo, donde se relacionan
los calculos correspondientes para medicion de rendimiento y eficiencia de los modelos.

En esta seccion también se relacionan graficas donde se muestran los datos estimados por
cada modelo, ademaés de realizar comparaciones entre el valor deseado y el valor obtenido
por cada uno de los sistemas formulados.

6.1.1. Modelos neuronales

Para el modelo neuronal implementado con redes SOM y feed-forward se toman las variables
horas de brillo solar, nubosidad, temperatura méaxima, temperatura minima, humedad
relativa, velocidad del viento y precipitacion como entradas y radiacion solar como variable
de salida. El proceso de seleccidn de estas variables se explica en el Capitulo 3, ademas se
aplica el preprocesamiento de eliminacion de datos incompletos definido en ese mismo
capitulo. El rendimiento de los modelos neuronales propuestos puede llegar a mejorar si se
continta investigando en trabajos futuros. Los resultados seran expuestos y revisados
detalladamente a continuacion.

Se define inicialmente la cantidad de neuronas para el mapa autoorganizado (SOM). Se
toman diez neuronas, por lo tanto, es una red de 1x10. La variable que se define para
categorizar es horas de brillo solar por ser una variable muy relevante. Con respecto a la(s)
capa(s) oculta(s) de la red feed-forward, se decide que sean maximo dos capas ocultas; donde
se hace un barrido de neuronas modificando el nimero de neuronas por capa, se aumenta el
namero de neuronas de diez en diez y el maximo de neuronas por capa es de cien. Se prueba
el modelo cinco veces para cada combinacion, de esta forma se prueba la precision y
exactitud del modelo, es decir la repetibilidad y fidelidad de los resultados.

Primero, se probd el modelo para las siete variables de entrada. Los resultados mas relevantes
se presentan en la Tabla 7. Se observa que los resultados muestran poca estimacion de la
radiacion solar y el modelo que presenta el mejor rendimiento es el que posee diez neuronas
en la primera capa oculta y diez neuronas en la segunda. El coeficiente de determinacion (R?)

68



para ese modelo presenta valores entre -4,661 y -0,3028. En teoria el R? no debe tomar
valores negativos, pero posiblemente se presentan estos datos porque el modelo predice
valores altamente negativos para varias observaciones a pesar de que todos los valores reales
sean positivos, es un escenario muy poco probable pero la posibilidad existe [31], también
es posible que esos resultados negativos se den porque los valores estimados sean muy bajos
en comparacion con los valores reales, esto se puede observar en la Ecuacion 1. Con respecto
al RMSE, se tom6 ese modelo como el més preciso debido a la poca diferencia entre los
valores maximo y minimo, se puede evidenciar que los valores estimados tienen una
precision de +1499,5 W/m?, aun asi, es un valor alto ya que el valor RMSE deseado debe ser
cercano a cero, esto no genera mucha confianza en el modelo.

Tabla 7. Resultados del modelo neuronal SOM y feed-forward con siete variables de

entrada.

Capa Oculta E?]?;g: Coeficiente de determinacion (R?) Error diﬂ': drie:z(é:uMaggda de la
Numero de Nam. . ., . .

neuronas De Entrenamiento Prediccion Entrenamiento Prediccion

entradas

Calpa Cazpa # Min. | Max. | Min. | Méx. | Min. | Max. | Min. | Max.
10 0 7 -1,439 | 0,1995 | -13,03 | -0,8694 |866,02| 1496 |1466,3 | 3600,1
60 0 7 -8,079 | -2,009 | -180,4 |-6,0538 | 1662 | 2886 | 2848 | 14443
70 0 7 -4,872 | -0,935 | -107,9 | -5,9646 | 1169 | 2345,5|1119,3| 6763,7
10 10 7 -0,431 | 0,2447 | -4,661 |-0,3028 | 832,53 | 1146,1 | 1224,1 | 1499,5
20 10 7 -1,271 | -0,157 | -4,702 | -0,6196 | 870,76 | 1443,6 | 1364,9 | 2554,2
30 10 7 -0,394 | 0,0392 | -15,37 | -1,5278 |948,77| 1131 |1705,1| 4386,6
80 10 7 -1,292 | 0,0592 | -7,087 | 0,0409 |929,21| 1450,3 | 1050,3 | 3,049,7
20 | 30 7 -0,753 | 0,087 | -6,729 | -1,6124 |924,91|1268,4 | 1733,4 | 2981,7
10 50 7 -0,732 | -0,354 | -26,75 |-6,4859 |1114,8| 1260,7 | 2934,3| 5650
30 60 7 -1,826 | -1,267 | -69,97 | -12,004 |1457,4| 1610,2 | 3867,4 | 9034,7
60 60 7 -3,664 | 0,0425 | -43,85 | -13,789 |937,33| 2068,7 | 4124,3 | 7181,9
100 | 100 7 -0,748 | 0,1823 | -20,995 | -11,537 |1266,3 | 1284,2 | 3797,4 | 5629,7

En la Figura 40, se muestra la comparacion entre los datos estimados y los datos reales. Los
datos estimados son los correspondientes al modelo neuronal de dos capas ocultas, con 10
neuronas en la primera capa y 10 en la segunda capa. Se determina que el modelo cumple
con el objetivo propuesto, que es estimar la radiacion solar, pero para algunos dias aislados
donde se evidencia que estima datos cercanos a los datos medidos. En ciertos dias se ve que
la grafica de datos estimados trata de seguir la gréafica de datos reales, muestra una tendencia,
pero no lo consigue en su totalidad. Realizando la prueba se ve que el modelo es capaz de
entrenar a la perfeccion las redes feed-forward para algunas categorias, esto no muestra una
prediccion uniforme.
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Figura 40. Prediccion de radiacion solar obtenida por el modelo neuronal SOM y feed-
forward con siete variables de entrada, 10 y 10 neuronas en las capas ocultas.

En el modelo difuso de siete variables de entrada desarrollado en el Capitulo 5, se puede
verificar que las variables horas de brillo solar, nubosidad, temperatura méxima, temperatura
minima y velocidad del viento son las variables que mayor cantidad de veces se utilizaron en
las reglas de inferencia. Esas variables meteorol6gicas mencionadas anteriormente se tienen
en cuenta para realizar otra prueba del modelo. Se puede decir que son datos correlacionados
y ofrecen una mejora en el rendimiento. En la Tabla 9 se muestran los resultados méas
destacados.

Se nota en la Tabla 8 que se obtiene un mejor rendimiento con 10 neuronas en la capa oculta,
presenta mayor precision en los resultados. Este modelo presenta valores de R? y RMSE
ligeramente mejores a los presentados en la Tabla 7. Los resultados de R? también son
negativos, -0.1428 en este caso, posiblemente por las razones mencionadas anteriormente,
aunque se pueden llegar a mejorar. Presenta mejores resultados que el modelo neuronal con
siete variables de entrada. La precision del modelo de acuerdo al calculo obtenido de RMSE
es de +1188,8 W/m?, es un mejor resultado si se compara con el modelo neuronal con siete
variables de entrada, pero aun es un valor un poco alto que no genera mucha confianza en el
modelo. En la Figura 41, se muestra la comparacién entre los datos estimados y los medidos.

En la Figura 41 se muestra que los datos estimados por el modelo tratan de seguir la grafica
de datos reales de radiacion solar pero no lo consigue en su totalidad. Logra estimar valores
similares a los datos reales, ademas muestra una tendencia, donde en la mayoria de los casos
si el valor de los datos reales baja el de los datos estimados también lo hace, lo mismo ocurre
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cuando el comportamiento de los datos reales muestra un alza, los datos estimados también
tratan de seguir este comportamiento. Se debe recalcar que no se obtienen los valores exactos,
pero si valores similares. Este modelo es mas confiable que el anterior ya que para analizar
un modelo de prediccion se debe enfocar en cédmo es el comportamiento de los datos
estimados en comparacion a los datos reales. Aunque los resultados obtenidos por los
métodos de validacién calculados no son alentadores, al revisar graficamente el
comportamiento de los datos, este modelo genera un poco de confianza.

Tabla 8. Resultados del modelo neuronal SOM y feed-forward con cinco variables de

entrada.

Capa de - ., 2 Error de la raiz cuadrada de la
Capa Oculta Entrada Coeficiente de determinacion (R?) media (RMSE)
Nimero de | Num. De Entrenamiento Prediccion Entrenamiento Prediccion
neuronas | entradas
capalC®al | Min | Max. | Min. | Méx. | Min | Max. | Min. | Max
10 0 5 0,075 | 0,1696 |-2,0898 | -0.1428 |882,05|921,574 | 1146,5| 1188,8
60 0 5 -6,384 | -155 |-34,177| -12,749 |1529,7| 2630,7 | 3976,6 | 6360,8
70 0 5 -5,404| 0,154 | -32,75 | -7,1981 |1271,4| 2424,1 |3070,7 | 6230,4
10 10 5 -1,198 | 0,1501 |-24,231 | -1,1411 883,09 | 1435,2 | 15693 | 5386,9
20 10 5 -0,371| 0,1661 | -5,558 | -0,7846 |883,91| 1518,9 |1432,7 | 2746,4
30 10 5 -1,571| 0,2255 |-2,9012 | -0,2931 (843,01 | 1535,9 |1219,5|2118,2
80 10 5 -1,667 | 0,9097 |-9,6726 | -3,362 |426,86| 1564,3 | 1405,3 | 3503,6
20 30 S -0,85 | -0,0971 | -15,943 | -2,0667 |901,89| 1303,1 |1878,1| 4414,4
10 50 5 -3,921 | -0,1059 | -34,182 | -6,196 |1007,4| 2125 |2876,9|6361,2
30 60 5 -0,796| 0,535 | -46,71 | -5,2868 | 968,42 | 1283,8 | 2689 | 7407,7
60 60 5 -0,152 | -0,0888 | -15,697 | -5,9682 (999,55 | 1038,8 | 2831 | 4382,3
100 | 100 5 -1,561| -0,3214 | -76,066 | -52,387 [1112,7| 1532,9 | 7836 | 9414,8

En la Tabla 9, se muestran los resultados obtenidos del modelo neuronal con redes feed-
forward y una variable de entrada. Los mejores resultados y mas precisos se presentan para
el modelo que cuenta con 20 neuronas en la primer capa oculta y 10 neuronas en la segunda
capa oculta. Este modelo presenta un valor maximo de R? de 0,1836. A comparacion de los
modelos anteriores este es un valor positivo, pero es menor al valor deseado (cercano a 1).
Este resultado quiere decir que el modelo de prediccion presenta un 18,36% de la variabilidad
de la radiacion solar respecto a su promedio es explicada por horas de brillo solar, lo cual no
es un mal resultado teniendo en cuenta que no se us6 ningun meétodo para suavizar los datos,
solamente se eliminaron los datos incompletos, que no pudieron ser medidos.

Con respecto al RMSE de este modelo, se obtiene una precision de +984,921 W/m?. Este es

un valor muy bueno comparado con los dos modelos neuronales mostrados anteriormente,
genera mucha confianza y es mucho mas sencillo ya que solamente se utilizan 2 capas ocultas
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de redes neuronales feed-forward y una sola variable de entrada. Al comparar los datos
estimados con los datos reales (Figura 42), el comportamiento de los datos estimados se
asemeja mucho al comportamiento de los datos reales, los valores que se obtienen no son
exactos, pero si son muy similares, lo que permite comprobar que este modelo neuronal es
mejor que los otros dos modelos neuronales, los cuales utilizan més variables de entrada y
dos tipos de redes neuronales (feed-forward y SOM).
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Figura 41. Prediccion de radiacion solar obtenida por el modelo neuronal SOM y feed-
forward con cinco variables de entrada, 10 neuronas en la capa oculta.

Tabla 9. Resultados del modelo neuronal feed-forward con una variable de entrada.

Capa Oculta Capade | Coeficiente de determinacion Error de la raiz cuadrada de la
P Entrada (R?) media (RMSE)
Numero de | Num. De Entrenamiento | Prediccion Entrenamiento Prediccion
neuronas entradas
C"ipa Czpa # | Min. | Max. | Min. | Méx. | Min. | Max. | Min. | Max.
20 0 1 0,259 | 0,292 | 0,1352 | 0,2094 | 1032,4| 1056 | 953,6 | 997,733
20 10 1 0,282 | 0,297 | 0,1566 | 0,1836 | 1028,5|1039,4 | 950,67 | 984,921
50 10 1 0,273 | 0,304 | 0,1247 | 0,1647 | 1023,1|1045,7 | 980,17 | 1003,4
10 20 1 0,257 | 0,299 | 0,1823 | 0,212 |1027,4|1057,6 |952,02 | 1019,5
30 20 1 0,308 | 0,315 10,1154 | 0,2 |1015,1|1020,4|959,22| 1008,7
60 20 1 0,287 | 0,326 | 0,0897 | 0,2346 | 1007,2 | 1035,9 (938,27 | 1023,2
40 50 1 0,277 | 0,322 | 0,0022 | 0,2064 | 1010,4 | 1011,7 | 955,39 | 1071,3
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30 70 1 0,312 | 0,322 | 0,1551 | 0,2058 | 1010,3|1017,4 | 955,72 | 985,758
20 80 1 0,295 | 0,303 | 0,1093 | 0,2157 | 1024 [1030,4 (949,77 | 1012,2
40 90 1 0,329 | 0,333 | 0,1022 | 0,1554 | 1001,9 | 1005,1 | 985,61 | 1016,2
50 100 1 0,326 | 0,328 | -0,14 |0,1218 |1005,9 [ 1007,2| 1005 | 1145,2
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Figura 42. Prediccidn de radiacion solar obtenida por el modelo neuronal feed-forward
con una variable de entrada, 20 y 10 neuronas en las capas ocultas.

6.1.2. Modelos difusos

Para el primer modelo difuso se toma como entrada el mismo conjunto de datos utilizado
para prediccién en el modelo neuronal, aplicando el preprocesamiento de eliminacion de
datos incompletos y sin suavizar, tal y como se explica en el Capitulo 5. Este modelo cuenta
con las siete variables de entrada y la variable de salida documentadas en el Capitulo 3; cada
variable tiene cinco funciones de membresia gaussianas excepto nubosidad que cuenta con
seis, ademas el modelo posee 68 reglas de inferencia difusa, de mas de 78125 reglas que
permitia el modelo tomando como referencia la relacion descrita en el Capitulo 5.

No se realizo un suavizado de datos de entrada ni normalizacion ya que el método propuesto
pretendia predecir los datos obtenidos directamente por medicion, a diferencia del modelo
neuronal. Los rangos de las funciones de membresia se ajustaban a las escalas de datos de
cada variable y al definir las funciones con las etiquetas del universo de discurso era mas
sencillo implementar las reglas de inferencia.
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Se obtiene un valore de R? de 0.583, lo cual representa un 58.3% de la variabilidad de la
radiacion solar respecto a su promedio es explicada por las siete variables de entrada. Con
respecto al RMSE obtenido, el modelo fuzzy de siete variables de entrada presenta una
precision de +692,5294 W/m?, esto indica que los datos predichos del modelo estan cerca de
los datos reales de radiacion solar.

En la Figura 43 se plasma el comportamiento de los datos estimados en comparacion con los
datos reales. Se observa claramente que el comportamiento de los datos estimados es muy
similar al de los datos reales, muestran tendencia. Aunque no se estiman los valores exactos
de radiacion solar, los datos predichos describen un comportamiento muy similar al
comportamiento mostrado por los datos reales. Todo lo expuesto anteriormente muestra que
el modelo es bueno, que presenta buenos resultados, mejores a los obtenidos por los modelos
neuronales.
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Figura 43. Prediccion de radiacion solar obtenida por el modelo fuzzy con siete variables
de entrada.

A continuacion, se presentan los resultados obtenidos por el segundo modelo difuso, el cual
contaba con horas de brillo solar como entrada con cinco funciones de membresia Gaussianas
tipo 1 y 5 reglas de inferencia difusa. Para este modelo difuso tampoco se realizé un
suavizado de datos de entrada ni normalizacion ya que el método propuesto pretendia
predecir los datos obtenidos directamente por medicion, a diferencia del modelo neuronal.
Los rangos de las funciones de membresia se ajustaban a las escalas de datos de cada variable
y al definir las funciones con las etiquetas del universo de discurso era mas sencillo
implementar las reglas de inferencia.
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Se obtiene un valor de R? de 0.26, lo cual representa un 26% de la variabilidad de la radiacion
solar respecto a su promedio es explicada por horas de brillo solar. Con respecto al RMSE
obtenido, el modelo fuzzy de siete variables de entrada presenta una precision de +922,552
W/m?, esto indica que los datos predichos del modelo estan algo cerca de los datos reales de
radiacion solar. Estos resultados son buenos y presentan un modelo confiable, pero se debe
mencionar que a pesar de que este modelo es mas sencillo que el modelo difuso descrito
anteriormente, no obtiene mejores resultados.

En la Figura 44 se evidencia el comportamiento de los datos estimados en comparacion con
los datos reales. Se observa claramente que el comportamiento de los datos estimados es muy
similar al de los datos observados, claramente muestran tendencia. Aungue no se estiman los
valores exactos, los datos predichos describen un comportamiento muy similar al
comportamiento mostrado por los datos reales. Al igual como se expres6 en el parrafo
anterior, el modelo es bueno y presenta buenos resultados, mejores a los obtenidos por los
modelos neuronales, pero no superan los resultados obtenidos por el primer modelo difuso.
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Figura 44. Prediccién de radiacion solar obtenida por el modelo fuzzy con una variable de
entrada.

No se puede realizar una comparacion directa de los modelos propuestos en este documento
(Modelos neuronales y modelos difusos) con los modelos planteados en otros trabajos ya que
para realizar la confrontacion estos deben estar en las mismas condiciones, que la ciudad
objeto de estudio sea la mismay se tomen los datos de las mismas estaciones meteorologicas.
Si se realizan comparaciones con los modelos encontrados en el estado del arte estas solo
serian de tipo ilustrativo y no se tendrian conclusiones precisas ya que no hay verdades
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absolutas con respecto al prondstico de datos y todas las propuestas son véalidas en el sentido
en que se usen métodos confiables y consigan resultados relevantes. Por lo descrito
anteriormente solo se haran comparaciones directas entre los dos modelos desarrollados en
este trabajo.

Si se hace una comparacion directa entre los modelos difusos y los modelos neuronales
consignados en este documento, se puede afirmar con certeza que el modelo difuso con siete
variables de entrada es mejor ya que el comportamiento de los valores de radiacion estimados
es muy similar al comportamiento de los datos reales de radiacion solar. Se puede afirmar
que el modelo difuso con siete variables en entrada estima datos de radiacion inferiores a
esos picos, esto quiere decir que el modelo difuso “peca por defecto”; para algunas
aplicaciones es bastante Gtil ya que para ciertos dias es posible que se puedan obtener valores
de radiacion un poco mayores a los estimados y puede generar mayores ganancias a las
esperadas, por asi decirlo, ademas el comportamiento similar a los datos reales permite hacer
estimaciones del comportamiento y tomar acciones teniendo en cuenta esa tendencia. Los
otros modelos propuestos solo pueden estimar algunos valores cercanos a los valores reales,
para otros dias es capaz de estimar valores de radiacion solar mayores a los reales y el
comportamiento de los datos estimados no es del todo fiel con respecto al comportamiento
de los datos reales de radiacién solar, lo cual no es Gtil en muchas aplicaciones porque si se
obtienen valores de radiacion menores a los esperados puede generar pérdidas; esto reduce
el nivel de confiabilidad de los modelos.

Como se menciond anteriormente los modelos neuronales y el modelo difuso con una
variable de entrada ofrecen grandes aportes al estado del arte ain sin obtener resultados tan
destacados y del todo confiables. Se debe recalcar el hecho de que los modelos difusos
presentaron mejores resultados que los modelos neuronales. Todos los procesos
desarrollados y los resultados obtenidos sirven como base para las investigaciones futuras.
El modelo difuso con siete variables de entrada presenta un mejor rendimiento, permite llegar
a conclusiones relevantes que pueden llegar a incrementar el interés en el prondstico de datos
meteoroldgicos. Las conclusiones y deducciones alcanzadas seran expuestas en la siguiente
seccion.

6.2. Conclusiones

Se implementaron los modelos propuestos de prediccion de radiacién solar, tres modelos
usando redes neuronales artificiales y dos empleando légica difusa. Con estos modelos se
pretende aumentar el interés por la estimacion de datos meteoroldgicos mediante técnicas
basadas en principios de inteligencia artificial que permitan el pronéstico de datos cuya
medicion sea costosa y compleja; ademas de surgir como una alternativa a los modelos
clasicos.

La idea fundamental de este proyecto es predecir la radiacion solar en la ciudad de Neiva a
partir de otras variables meteoroldgicas de facil medicion. Los datos fueron facilitados por
IDEAM vy provienen de estaciones meteoroldgicas reguladas y certificadas. Al hacer la
revision de los datos se tomd la decision de utilizar los datos que provienen de la estacion
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meteoroldgica del Aeropuerto Benito Salas, excepto los de radiacién solar ya que esta
estacion no cuenta con datos actualizados. Para los datos de radiacion solar se tomaron los
medidos por la estacion La Plata, que est4 un poco alejada de la ciudad de Neiva, pero fueron
los Unicos datos de radiacion solar ofrecidos por IDEAM que se encuentran actualizados,
validados y calibrados, por lo tanto, estos datos son certificados y confiables. Se aplica un
preprocesamiento el cual elimina los datos incompletos; este método toma los dias que
presentan una radiacion solar menor de 10, luego busca esos mismos dias en las series
temporales de todas las variables meteoroldgicas y los elimina.

Dos modelos neuronales se implementaron usando redes SOM y feed-forward. Los modelos
cuentan en primer lugar con aprendizaje no supervisado (red SOM) y en segundo lugar con
aprendizaje supervisado (red feed-forward). La red SOM es de 1X10 neuronas, lo que
permite obtener 10 categorias; y la variable que se toma para categorizar es horas de brillo
solar. La red feed-forward cuenta con 2 capas ocultas y algoritmo de entrenamiento LM; se
hace un barrido del nimero de neuronas de las capas ocultas, el cual se aumenta de diez en
diez hasta llegar a cien en cada capa, este proceso permite identificar con que combinacion
se obtiene un mejor resultado. Se realizan pruebas de los modelos neuronales cinco veces
para cada combinacion para identificar la precision y exactitud del modelo. Se puede decir
que cada modelo neuronal cuenta con dos submodelos, el primero cuenta con las siete
variables de entrada definidas en el Capitulo 3 y el segundo cuenta con cinco variables las
cuales se toman a partir del modelo difuso de siete variables de entrada, expuesto en el
Capitulo 5; se toman las cinco variables que mayor cantidad de veces se utilizaron en las
reglas de inferencia. Este proceso se hace para poder concluir si las variables utilizadas en el
modelo influyen en el resultado.

El otro modelo neuronal es mucho més simple, cuenta con una sola variable de entrada (horas
de brillo solar), ademéas usa redes feed-forward, por lo tanto, cuenta con aprendizaje
supervisado. La red feed-forward cuenta con 2 capas ocultas y algoritmo de entrenamiento
LM; se hace un barrido del nimero de neuronas de las capas ocultas, el cual se aumenta de
diez en diez hasta llegar a cien en cada capa, este proceso permite identificar con que
combinacion se obtiene un mejor resultado. Se realizan pruebas de los modelos neuronales
cinco veces para cada combinacion para identificar la precision y exactitud del modelo, al
igual que en los modelos neuronales que usan redes tipo SOM y feed-forward.

Como se detalla en la seccion de analisis de resultados, los modelos neuronales que usan
redes tipo SOM y feed-forward no generan mucha confianza ya que los resultados obtenidos
para la validacion (R> y RMSE) no son muy buenos, ademéas el comportamiento de los
valores estimados no es muy fiel al comportamiento de los datos reales. Estos modelos
pueden llegar a estimar valores cercanos de radiacién solar en algunos dias, pero no son
modelos del todo confiables. En cambio, el modelo neuronal méas simple, que usa redes tipo
feed-forward y horas de brillo solar como variable de entrada obtiene mejores resultados,
ademas el comportamiento de los datos estimados muestra la tendencia de seguir a los datos
reales, por lo tanto, se puede afirmar que el mejor modelo neuronal es el mas simple. Esto
permite concluir que para aplicaciones en las cuales los datos sean estocasticos, la correcta
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definicién de las variables de entrada aporta una mejoria en el funcionamiento del modelo,
incluso mayor que si se modifican la cantidad de las neuronas de las capas ocultas.

Para los modelos difusos se disefid un sistema de tipo Mamdani, con siete variables de
entrada y una de salida para el primer modelo, y una sola variable de entrada para el segundo
modelo. Cada variable cuenta con cinco funciones de membresia, excepto nubosidad la cual
tiene seis funciones. Se definieron claramente los rangos de cada variable para poder
distribuir las funciones de membresia de tal forma que quedaran superpuestas y asi evitar
incertidumbres. Se optd por funciones gaussianas tipo 1 para las entradas y gaussianas tipo 2
para la salida ya que los datos estan acotados, ademas de que la seccién de mayor relevancia
puede ser determinada por un conjunto de datos y no un dato especifico. La cantidad de
funciones y la distribucion de estas se pudo definir graficando la frecuencia de los datos de
cada variable.

Fue una decision muy acertada implementar las funciones de membresia basdndose en las
gréficas de frecuencia de cada variable, ya que con esas graficas se pudo definir la
distribucion de las funciones y el nimero de estas para cada variable. Se debe mencionar que
fue muy conveniente la escogencia de funciones gaussianas para definir las funciones de
membresia de las variables de entrada y salida porque los datos se encuentran en los valores
especificos o puntos medios de cada funcidon gaussiana y son pocos los que se acercan a las
cotas de menor relevancia lo que evito el uso de mas reglas; es importante mencionar que se
interceptaron las funciones de membresia para obtener una mayor incertidumbre que permita
mayor efecto de las reglas en la salida del sistema.

Mientras se desarrollaba el primer modelo difuso se pudo notar que horas de brillo solar es
una variable necesaria para la prediccién de radiacién solar. Esto se evidencia en las reglas
de inferencia, horas de brillo solar esta presente en todas las reglas. Se realizaron pruebas en
las cuales se adicionaban reglas sin tener en cuenta la variable horas de brillo solar pero no
se obtenian resultados favorables, incluso algunas reglas reducian el rendimiento obtenido.
Teniendo en cuenta lo anterior, se puede afirmar que la variable més relevante del modelo
difuso para la prediccion de radiacion solar es horas de brillo. Por lo tanto, se implemento el
segundo modelo difuso utilizando solo horas de brillo solar como variable de entrada.

Al revisar los resultados obtenidos por ambos modelos difusos y el comportamiento de los
datos estimados de cada modelo, se puede afirmar que el modelo difuso que tiene siete
variables de entrada muestra un mejor rendimiento. Esto no significa que el modelo difuso
con una variable de entrada no sea bueno, porque presenta valores de R? y RMSE
interesantes, ademas el comportamiento de los datos de radiacion solar estimados tiende a
seguir el comportamiento de los datos reales, aunque con valores menores, no tan cercanos a
los reales como los que presenta el primer modelo difuso implementado

Si se comparan directamente los modelos neuronales y difusos, el modelo difuso de siete

variables de entrada presenta mejores resultados. Este modelo difuso permite estimar datos
muy cercanos a los datos medidos, ademas el comportamiento de los datos estimados muestra
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tendencia, ya que refleja como siguen los patrones de comportamiento presentado por los
datos reales de radiacién solar.

Como se ha venido mencionando en el presente capitulo, todos los resultados obtenidos son
relevantes e importantes aportes al estado del arte. Son modelos interesantes que se pueden
seguir probando hasta conseguir los resultados esperados, la clave consiste en persistir. Todos
los modelos pueden llegar a ser mucho mas precisos. Como afirmaba Thomas Edison: “no
son fracasos, son intentos”. Esta investigacion debe continuar para obtener resultados
mejores, ademas de seguir contribuyendo al desarrollo cientifico y promover el interés en la
prediccién de datos meteorologicos.

6.3. Trabajos futuros

Este proyecto busca sentar las bases para que en un futuro se pueda realizar la prediccion de
radiacion solar en tiempo real, tomando datos de estaciones automaticas que se encuentren
en el punto geografico de interés. Para esto se necesita una gran inversion ya que se debe
contar con estaciones meteoroldgicas portatiles que permitan su féacil instalacion y captura
de los datos que seran el insumo de los modelos de prediccion. Esto seria de gran ayuda para
estudios fisicos, bioldgicos y energéticos. Con respecto al campo académico, se recomienda
realizar una investigacion mas profunda de modelos maés eficientes y novedosos para la
prediccion de variables meteoroldgicas. Igualmente se espera que este trabajo de grado sirva
como base para esas futuras investigaciones y se logre aumentar el interés y la curiosidad
cientifica en la region sobre el prondstico de datos climatoldgicos.
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ANEXOS

Anexo A. Datos meteoroldgicos utilizados en el desarrollo del modelo de prediccién

Convenciones:

Variable Significado
HB Horas de brillo solar
N Nubosidad
Tmax. Temperatura maxima
Tmin. Temperatura minima
HR Humedad relativa
VvV Velocidad del viento
P Precipitacion

RS Radiacion solar
ANO|MES|DIA| HB N |Tmax|Tmin|HR| VV P RS
2013 | 2 1 7 | 73333339 | 234661925 | 98 | 2163,793
2013 | 2 2 12973333 | 316 | 228 | 77 | 0,65 8 13490,8251
2013 | 2 3 | 5453333 | 32 | 227 |76/08083| 1 [2998,1968
2013 | 2 4 | 27 8 31 | 22,6 |78 [1,0875| 51,4 |3314,0446
2013 | 2 5 |35 8 305 |1215[79] 09 0 ]1002,9346
2013 | 2 6 | 23 8 31,6 | 21,6 | 77 | 0,775 1 ]4485,5099
2013 | 2 7 | 72153333 ] 33,1 | 235 | 69 |0,5042 | 15,9 |4906,2474
2013 | 2 8 |65 (73333 30,9 | 21,6 | 77 |1,7542 | 24,1 | 4417,1548
2013 | 2 9 103 8 27,9 | 21,8 | 85 |2,0625| 4,4 |1778,4116
2013 | 2 10 | 3,3 8 29,7 | 21,4 180 | 07 4,7 12609,2798
2013 | 2 11 | 34 8 29 | 215 |78 0,675 | 36,9 |3220,9402
2013 | 2 12 1 0,1 8 27,3 | 21,7 | 88 10,4708 | 0,7 |1152,6087
2013 | 2 13 | 31 8 29,9 | 21,7 | 81| 0,425 | 0,1 |2451,3559
2013 | 2 14 | 7,2 | 6,6667 | 32,2 | 222 | 72 |0,7917| 0 |5397,6971
2013 | 2 15 | 7 4 32,9 121969 (06083 0 [6141,3537
2013 | 2 16 | 44 17,3333 | 32 22 | 67 [1,2708| 0 |3134,9071
2013 | 2 17 12,9 17,3333 29,9 | 23 |85 [1,2458| 0,6 |3381,2212
2013 | 2 18 | 2,6 6 29,3 1228 |76(0,7917| 0 |3065,3734
2013 | 2 19 | 7,9 | 6,6667 | 32,5 | 225 | 65 [0,9625| 0 |4226,2319
2013 | 2 20 | 8,2 | 4,6667 | 32,3 | 22,1 | 66 |1,0875| 0,4 |3905,6699
2013 | 2 21 | 4,6 8 31,7 | 22,2 | 67 [1,2583 | 0,4 |2223,8984
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2013 | 2 22 | 59 |4,6667 | 351 | 23,4 | 66 | 0,775 0 [3933,9548
2013 | 2 23 |58 |7,3333 | 343 | 234 |62 |1,0/08] 1 |3064,1949
2013 | 2 24 |1 4,4 153333 | 31,3 | 23 |71 |1,3292| 2,6 |1977,5842
2013 | 2 25 |83 (53333 | 343 | 228 | 66 |0,7875| 0 |3748,9246
2013 | 2 26 | 7,8 |7,3333| 34 23 | 64 1 0,8 |5752,4366
2013 | 2 27 | 3,7 8 30,9 | 232 | 713 |2,2375| 0,2 |1951,6564
2013 | 2 28 | 24 8 32 238 |67 (14208 0 |2702,3842
2013 | 3 1 [35]73333]| 329|242 |64 0 0 [2985,2329
2013 | 3 2 15973333332 | 24 |64 0 0 |3651,1061
2013 | 3 3 | 2,7]66667| 305 | 23 |73 0 0,2 |2677,6349
2013 | 3 4 108 8 26,8 | 22,1 | 87 0 3,9 |1158,5014
2013 | 3 5 | 5173333 | 324 | 214 |70 0 0,4 |3164,3705
2013| 3 6 | 76 66667 | 35 | 215 |66 0 0 |4377,0845
2013 | 3 7 |58 73333 | 33,7 | 232 | 65 0 0 [4729,4669
2013 | 3 8 | 5573333 | 33 | 246 | 62 0 0,3 | 1566,275
2013| 3 9 118 ]|6,6667| 31,8 | 24,5 | 66 0 0 |1541,5257
2013 | 3 10 | 0,7 8 314 | 232 | 73 0 0,5 [2820,2378
2013 | 3 11 19,9 | 33333 | 36,9 | 21,2 | 62 0 12,2 |5821,9703
2013 | 3 12 149 | 73333 33 |[21,2 |70 0 0 [3885,6348
2013| 3 13 | 6,6 | 6,6667 | 341 | 23 | 68 0 0,5 [4947,4962
2013 | 3 14 148 73333 333 [ 243 |71 0 0 [3179,6915
2013 | 3 15 1 05 6 27,1 | 238 | 79 0 0 [3064,1949
2013 | 3 16 | 0,3 8 291 | 222 | 79 0 0 |2288,7179
2013 | 3 17 | 0 |7,3333| 30,3 | 228 | 72 0 0 ]1843,2311
2013 | 3 18 | 6,6 | 7,3333 | 35,8 | 23,6 | 67 0 0,2 |5638,1186
2013 | 3 19 [ 59 |7,3333 | 338 | 22,6 | 69 0 0 |4143,7343
2013 | 3 20 | 5,5 ]7,3333 | 34,6 | 22,8 | 67 0 0 13871,4924
2013 | 3 21 |11 8 29,2 | 23,9 | 83 0 9,8 | 2519,711
2013 | 3 22 | 0 8 27,8 | 23,2 | 84 0 0,3 |1335,2818
2013 | 3 23 1 0,3 8 294 | 22 |80 0 0 |1702,9852
2013 | 3 24 | 10 2 344 | 21,8 | 68 0 0 14873,2484
2013 | 3 25 | 84 6 352 | 21,8 | 65 0 0,3 |3734,7821
2013 | 3 26 | 5,2 4 34,3 | 23,1 | 67 0 0 14996,9947
2013 | 3 27 19,9 2 36,4 | 22,2 | 57 0 0 |6091,8551
2013 | 3 28 | 0 |73333| 31,2 | 22 |69 0 0 [2180,2925
2013 | 3 29 | 52 |6,6667 | 328 | 215 | 62 0 0 [2781,3461
2013| 3 [ 30 3373333 | 316 | 216 |61 0 0 |2808,4525
2013| 3 31 | 48 8 355 | 224 | 59 0 0 ]2623,4222
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2013 | 4 1 [33]73333] 339 | 23 |59 0 0 | 2972,269
2013 | 4 2 108 ]73333| 30,8 | 23,8 | 66 0 0 |2760,1325
2013 | 4 3 19273333 | 343 | 224 | 62 0 0 ]4669,3616
2013 | 4 4 |57 8 34,6 | 22,6 | 60 0 0 [4676,4328
2013 | 4 5 | 7966667 | 37 | 222 |55 0 0 [3902,1343
2013 | 4 6 | 8,7 ]6,6667| 353 | 24,2 | 62 0 0 13970,4894
2013 | 4 7 16466667 | 347 | 24 |63 0 0 |2529,1393
2013 | 4 8 108 8 32,2 | 241 | 72 0 0 [1334,1033
2013 | 4 9 163]73333|339 | 22 |61 0 0 |2410,1071
2013 | 4 10 [ 3,9 | 7,3333 | 335 | 23,2 | 63 0 0 3035,91

2013 | 4 11 | 9,6 | 6,6667 | 35,6 | 22,6 | 58 0 0 [4821,3928
2013 | 4 12 | 8 [5,3333| 36,3 | 22,6 | 59 0 0 [2953,4125
2013 | 4 13 [ 3573333 | 35 [ 244 |61 0 0 |1107,8243
2013 | 4 14 1 0 8 30,9 | 24,9 | 66 0 0,1 |1641,7013
2013 | 4 15 | 44 8 345 | 242 | 59 0 0,1 |2367,6798
2013 | 4 16 | 7,7 6 36,8 | 24,3 | 51 0 0 |3639,3207
2013 | 4 17 | 6,3 8 37,2 1 251 | 49 0 0,4 [4461,9392
2013 | 4 18 | 7,8 | 6,6667 | 36,7 | 24,4 | 56 0 8,7 |3553,2875
2013 | 4 19 129 8 314 | 224 | 74 0 66,6 | 2788,4173
2013 | 4 20 16,3 ]7,3333 | 31,2 | 218 | 73 0 0 ]3992,8816
2013 | 4 21 | 6 |6,6667 | 31,2 | 22 |75 0 5,3 |3344,6866
2013 | 4 22 | 5573333 | 318 | 216 | 78 0 25,3 |3493,1822
2013 | 4 23 | 6,7 8 341 1218 | 73 0 0 |3334,0797
2013 | 4 24 110,2]3,3333 | 35,7 | 22 |48 0 0 15923,3244
2013 | 4 25 [10,7]3,3333 | 349 | 20,6 | 56 0 0 [6729,4434
2013 | 4 26 110,4]3,3333 | 353 | 21,5 | 48 0 0 |6624,5536
2013 | 4 27 | 7,2 14,6667 | 341 | 225 | 60 0 0,3 [5024,1011
2013 | 4 28 | 6 |73333| 332 234 |71 0 9,1 |3443,6836
2013 | 4 29 | 0,7 8 29,1 | 221 | 77 0 0,1 | 279431

2013| 4 | 30 | 10 | 6,6667 | 36,1 | 22,2 | 57 0 0 147129674
2013| 5 1 4 8 33 | 23,2 | 66 0 0 | 3503,789
2013| 5 2 |49 |6,6667 | 32,2 | 236 | 75 0 14,2 | 3556,8231
2013| 5 3 169 6 31,1 |1 214 | 76 0 0,3 |3285,7597
2013| 5 4 145 |6,6667 | 32,7 | 223 |71 0 12,4 [4128,4133
2013| 5 5 |07 8 28,9 | 22,2 | 82 0 1,1 ]1855,0164
2013| 5 6 | 4573333 | 312 | 225 | 76 0 89,7 14100,1285
2013| 5 7 0 8 27,8 | 21,3 | 95 0 19,7 [1504,9911
2013| 5 8 | 7253333322 213 |71 0 0 [5253,9157
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2013| 5 9 11373333 | 30,4 | 222 | 73 0 0 | 2372,394
2013| 5 10 | 7 4 328 | 22 |70 0 1,7 [4143,7343
2013| 5 11 | 57 | 73333 | 30 | 225 |82 0 3,8 [4239,1958
2013| 5 12 | 7,8 | 6,6667 | 33,8 | 23,6 | 70 0 0 [4769,5372
2013| 5 13 |1 2,6 | 7,3333| 31,2 | 23,2 | 69 0 0 [2744,8115
2013| 5 14 168 | 73333 | 34 | 238 |70 0 1 14641,0767
2013 | 5 15 [ 18 8 30,8 | 232 | 75 0 0,1 |2485,5335
2013| 5 16 | 7 6 32,7 | 23,2 | 67 0 0,6 |4054,1655
2013| 5 17 | 3,4 | 7,3333 | 30,8 | 23,4 | 82 0 0,3 [3312,8661
2013| 5 18 | 8,3 | 53333 | 33,7 | 23,6 | 67 0 0,6 |3054,7666
2013| 5 19 10,1 |7,3333| 31,2 | 23,6 | 91 0 8,2 |1461,3853
2013| 5 20 | 5173333 | 326 | 22 |72 0 0,7 | 4215,625
2013| 5 21 129 8 30 [ 234 |74 0 4,5 |2816,7022
2013| 5 22 | 4 | 73333328 | 229 |71 0 0 [4017,6309
2013| 5 23 | 3,2 8 303 | 23 |76 0 40,6 | 3229,19

2013| 5 24 139173333 ] 30,2 | 216 | 81 0 2,8 |3004,0895
2013| 5 25 |1 89 6 3311228 |71 0 4,2 14895,6406
2013| 5 26 | 31 8 30,1 | 22,8 | 75 0 0,2 |3183,2271
2013| 5 27 | 6,5 |6,6667 | 32,7 | 228 | 71 0 0,1 |4506,7236
2013| 5 28 | 2,2 17,3333 | 296 | 23 | 80 0 0 13080,6944
2013| 5 29 | 43 |6,6667 | 318 | 22,6 | 77 0 28,5 |3850,2787
2013| 5 30 | 6 |7,3333| 30,8 | 216 | 73 0 7,6 |3667,6056
2013| 5 |31 |41 ]73333] 30,7 | 216 | 72 0 0 |4542,0796
2013| 6 1 17373333 | 321|224 |79 |0,7833| 1,3 |3450,7549
2013| 6 2 19166667 | 333 | 214 |69 03917] 19 | 4731,824
2013| 6 3 |46 |66667 | 32 | 218 |7406333| 0 |2998,1968
2013| 6 4 173 8 31,3 |1 226 |59 |18625| 0O |3750,1031
2013| 6 5 | 86 |6,6667 | 33,7 | 235 | 54 | 1,025 0 [4329,9431
2013| 6 6 /10473333298 | 21,8 |70 /05083| 0 | 2923949
2013| 6 7 5 73333323 | 22 |60[10083| 0O | 3521467
2013| 6 8 |24 8 315 | 236 | 57 |1,6958| 0 |2441,9276
2013| 6 9 |108 2 33,8 | 23,8 | 57 |1,8333| 0 [4280,4445
2013| 6 10 | 3,7 8 32,6 | 234 |56 |14542| 0 |3911,5626
2013| 6 11 | 7,7 | 6,6667 | 334 | 22,4 | 61 | 13042 | 3,2 |3512,0388
2013| 6 12 1 43 | 53333 | 314 | 22,2 | 74 10,8542 | 1,3 |4840,2494
2013| 6 13 | 8,2 8 335 223 6010583 0O [3889,1704
2013| 6 14 | 54 | 7,3333 | 32 | 22,7 |62 25417 0 |3456,6475
2013| 6 15 |59 73333 | 341 | 234 |58 |1,1708| 0 |4386,5128
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2013| 6 16 | 7,9 |4,6667 | 35 | 23,7 |59 |09125| 0 |4952,2103
2013| 6 17 |59 |53333 | 333 | 22,6 | 57 |0,9833| 0 |3733,6036
2013| 6 18 | 63 |7,3333 | 332 | 23 |57 ]11958| 0 ]2949,8768
2013| 6 19 | 7,4 | 7,3333 | 34,8 | 24,4 | 47 |1,1667 | 0,1 |3864,4212
2013| 6 20 | 52 6 342 | 23 |59 09375 0 [3996,4172
2013| 6 21 10,3 6 359 | 22,4 |54 10,5958 | 0 [3932,7763
2013| 6 22 | 6,7 6 35 | 22,7 |56 ]0,5125| O |4034,1304
2013| 6 23 | 8,7 8 351 | 232 | 60 |1,0042| 0O [4372,3704
2013| 6 24 1 73 8 353 | 235 |53 |0,8375| 0 [4794,2865
2013| 6 25 | 7,3 |6,6667 | 328 | 23 |58 |0,5833| 0 |4268,6592
2013| 6 26 [10,6]5,3333 | 36,3 | 23,1 | 583 |0,5958 | 0 |4888,5694
2013| 6 27 | 10 |5,3333 | 36,6 | 23,8 | 46 [1,0708 | 1,9 |5014,6728
2013| 6 28 | 84 6 34,8 | 22,7 | 58 |1,0167| 0O |4546,7938
2013| 6 29 | 7,7 6 33,3 | 23,4 | 63 |0,5667 | 0,4 |4201,4826
2013| 6 30 | 52 8 312 | 22 |71)0,7042] 1,3 |3702,9617
2013 | 7 1 |36 |6,6667 | 331|222 |70 0,625 0 |3197,3695
2013 | 7 2 |57 6 324 1219 163[09208| 0 | 4035,309

2013 | 7 3 189 6 34 22 | 51[0,5583| 0 ]4148,4485
2013 | 7 4 | 7853333 | 346 | 23,1 | 56 |0,4333| 0,3 |5370,5908
2013 | 7 5 |53 8 32,6 | 22,6 | 70 |0,7458 | 0,9 |2922,7705
2013 | 7 6 |67 8 33,6 | 23,4 | 51 11,6458 | 0,2 |4974,6025
2013 | 7 7 193 |6,6667 | 353 | 22,7 | 53 | 0,625 | 0,4 |3327,0085
2013 | 7 8 194 8 334 | 22,8 | 57 |0,6708| 0O |3935,1334
2013 | 7 9 1 173333 | 30 23 | 67108292 1 ]2681,1705
2013 | 7 10 | 1,9 | 7,3333| 28,3 | 21,8 | 69 [2,3292| 0,1 |2263,9686
2013 | 7 11 | 6,7 8 33,1 | 21,8 | 55 [1,6583| 0 [4308,7294
2013 | 7 12 | 34 8 33 | 22,6 |56 12083 | O | 3407,149

2013 | 7 13 | 7 |7,3333| 344 | 228 |51 |1,8917| 0 |5245,6659
2013 | 7 14 |1 6,7 | 53333 | 353 | 236 |48 | 0,9 0,2 |4187,3402
2013 | 7 15 | 34 8 329 | 242 |58 | 205 | 0,3 |4208,5538
2013 | 7 16 | 4,6 6 316 | 22,6 | 65 |2,2583| 0 |2663,4925
2013 | 7 17 | 3,7 8 33 | 22,7 | 56 |2,7667 | 0 ]4100,1285
2013 | 7 18 | 2,8 8 33,2 | 232 | 54 |1,7208| 0 |3546,2163
2013 | 7 19 | 0,9 8 31,3 | 232 | 57 |0,6292| 0 |3032,3744
2013 | 7 20 | 34 8 32,5 | 234 | 54106875 0 [3000,5539
2013 | 7 21 |55 (73333349 | 23 |53 ]1,1625| 0 |3017,0534
2013 | 7 22 | 9,7 | 6,6667 | 37 | 233 |45 |0,9583| 45 |4867,3557
2013 | 7 23 | 7 73333352 | 22 |66[09292| 0 ]3212,6905
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2013 | 7 24 | 8,9 |4,6667 | 358 | 216 | 44 | 0,975 0 [4700,0035
2013 | 7 25 | 31 8 33,3 | 23,2 | 51 |1,3375| 0,4 |2075,4028
2013 | 7 26 | 4 16,6667 | 339 | 23 | 45 |3,5333 2865,0222
2013 | 7 27 | 7,6 |7,3333 | 34 | 23,2 | 41 | 3,3958 4364,1206
2013 | 7 28 | 89 6 344 | 22,4 | 45 12,2333 | 0,4 | 4681,147

2013 | 7 29 | 7,7 16,6667 | 354 | 236 | 51 |2,7125| O |3288,1168
2013 | 7 30 | 51 (73333 | 33,3 | 23,9 | 49 |3,3917| 0O |3652,2846
2013 | 7 31 | 39 6 346 | 243 | 4513125 0O [3727,7109
2013 | 8 1 17566667 | 352 | 23,5 | 50 0 2,7 |4869,7128
2013 | 8 2 4 173333 | 349 | 234 | 55 0 0 14568,0074
2013| 8 3 163 6 35 24 |51 0 0 [3885,6348
2013 | 8 4 3 | 73333 | 32,3 | 22,6 | 57 0 0 [2889,7715
2013 | 8 5 | 7,9 ]4,6667| 358 | 22,7 | 46 0 0 |5638,1186
2013| 8 6 /104 6 37 | 236 | 42 0 0 [5390,6259
2013| 8 7 | 7673333 | 358 | 246 | 60 0 0 |3285,7597
2013 | 8 8 |22 |73333| 32,7 | 242 | 61 0 0,4 [3962,2397
2013| 8 9 |67 6 344 | 233 | 61 0 0 |4010,5597
2013| 8 10 | 6 8 315 | 23 |70 0 8,9 |3810,2085
2013 | 8 11 1 0,9 8 29,3 | 22,8 | 68 0 0,1 [2192,0779
2013 | 8 12 | 7,8 6 344 | 22,8 | 59 0 0 |4823,7499
2013 | 8 13 | 43 8 31,7 | 23,2 | 65 0 7,4 |3344,6866
2013 | 8 14 146 | 7,3333| 315 | 224 | 67 0 3,1 |3487,2895
2013| 8 15 [ 48 | 7,3333 | 31,2 | 22,2 | 60 0 0 |3242,1539
2013 | 8 16 | 54 | 7,3333 | 34,6 | 23,8 | 50 0 0 |4658,7548
2013 | 8 17 1 39 8 334 | 238 | 49 0 0 [3308,1519
2013| 8 18 [ 52 8 34,8 | 23,3 | 49 0 0 14036,4875
2013 | 8 19 | 4,6 8 344 | 23,4 | 45 0 0 |5783,0786
2013 | 8 20 | 41 8 32,2 | 243 | 48 0 0 [2928,6632
2013 | 8 21 | 51 |6,6667 | 34,2 | 246 | 51 0 0 [3832,6007
2013 | 8 22 | 7,3 17,3333 | 348 | 22,3 | 46 0 0 |3305,7949
2013| 8 23 | 3,7 8 349 | 22,2 | 53 0 0 14038,8446
2013 | 8 24 |25 (73333 | 32,1 | 22,5 | 60 0 0 |3773,6739
2013| 8 25 141173333 | 334 | 23 | 63 0 0 |3576,8583
2013| 8 26 | 2,5 8 31,8 | 22 |57 0 0 |2774,2749
2013 | 8 27 | 58 |6,6667 | 34 | 225 |42 0 0 [3140,7998
2013 | 8 28 |16 8 31,4 | 248 | 53 0 0,4 |4557,4006
2013| 8 29 1 0,6 8 306 | 25 |44 0 0 ]1640,5228
2013| 8 30 | 51 8 351 | 245 | 39 0 0 14045,9158
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2013 | 8 31 | 82 |6,6667 | 36,1 | 24,4 | 39 0 0 | 4617,506

2013 | 9 1 18773333 | 36 | 23443 0 0 | 5812,542

2013 | 9 2 |10 |53333| 36 | 224 |46 0 0 |6127,2112
2013 | 9 3 /8866667 | 344 | 23 | 54 0 0 [4259,2309
2013 | 9 4 4 |7,3333| 343 | 23,3 | 63 0 1,9 12893,3071
2013| 9 5 | 46 8 35,7 | 22,4 | 51 0 0 | 4457,225

2013| 9 6 |06 8 34,2 | 22,5 | 42 0 0 13726,5324
2013 | 9 7 |64 73333 | 354 | 23,7 | 47 0 0,2 |4870,8913
2013 | 9 8 [38]73333| 326 | 23,3 | 58 0 0 |3361,1861
2013| 9 9 145 8 345 | 22 |59 0 0 |3833,7792
2013 | 9 10 | 4 8 336 | 22 |49 0 0 | 4215,625

2013 | 9 11 | 48 | 6,6667 | 358 | 24,4 | 42 0 0 | 4197,947

2013 | 9 12 | 8,2 6 348 | 23 |51 0 0 |4010,5597
2013 | 9 13 | 6,2 | 6,6667 | 34,9 | 23,3 | 62 0 2,2 |3507,3246
2013 | 9 14 | 5 |7,3333| 342 | 24 | 56 0 0 | 3890,349

2013 | 9 15 [ 19 | 7,3333 | 345 | 235 | 63 0 2,6 |1488,4916
2013 | 9 16 | 8,5 8 355 | 22 |50 0 0 |3245,6895
2013 | 9 17 1 05 8 32,1 | 22,6 | 67 0 0 [3263,3676
2013 | 9 18 | 51 8 33,9 | 21,9 | 66 0 1 13499,0748
2013 | 9 19 |19 8 31,8 | 22 | 65 0 0 |2093,0808
2013 | 9 20 | 3,8 |5,3333| 35,2 | 22,8 | 46 0 0 [4679,9684
2013 | 9 21 [10,6|3,3333 | 37,2 | 20,3 | 42 0 0 [5991,6795
2013 | 9 22 | 4,5 17,3333 | 36,3 | 22,2 | 45 0 0 ]2980,5188
2013 | 9 23 | 6,8 6 36,6 | 24,3 | 39 0 0 |3706,4973
2013 | 9 24 | 4 |6,6667 | 346 | 26 |50 0 0 [2611,6369
2013 | 9 25 |110,5]4,6667 | 358 | 254 | 42 0 0 14404,1909
2013 | 9 26 | 5,7 17,3333 | 36,7 | 254 | 38 0 0 |4642,2552
2013 | 9 27 | 6,2 7,3333| 36,6 | 26,6 | 50 0 3,7 |4676,4328
2013 | 9 28 | 9,7 | 6,6667 | 36,4 | 24 | 46 0 0 [5602,7625
2013 | 9 29 | 3,7 173333 | 326 | 234 | 74 0 5,7 |3305,7949
2013 | 9 30 | 6,8 6 351 | 22,1 | 54 0 0 ]5496,6942
2013 | 10 1 4473333 331|231 |60 0 3,6 |4987,5664
2013 | 10 2 | 74 16,6667 | 36,5 | 228 | 61 0 0 |6220,3156
2013 | 10 3 |47 8 32,7 | 23,2 | 56 0 0,1 |3487,2895
2013 | 10 | 4 | 7,7 | 6,6667 | 351 | 238 | 51 0 0 [2593,9588
2013 | 10 5 |10,4|3,3333 | 36,7 | 22 |50 0 0 [5897,3966
2013 | 10 6 [10,5|3,3333| 37,7 | 22,7 | 41 0 0 |5594,5127
2013 | 10 7 18573333 | 356 | 23 |47 0 0 ]4061,2368
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2013 | 10 8 |68 6 351 | 243 | 41 0 0 [3169,0846
2013 | 10 9 | 7173333 | 36,2 | 23,8 | 45 0 0 | 4360,585
2013 | 10 | 10 | 3,8 8 32,2 | 24,2 | 57 0 0,1 |3303,4378
2013 | 10 | 11 | 6,3 8 33,3 | 23,6 | 67 0 1,5 ]4691,7538
2013 | 10 | 12 | 6,2 | 6,6667 | 34,2 | 23,9 | 62 0 0,1 |[4809,6074
2013| 10 | 13 | 0,5]7,3333| 30,3 | 24,1 | 69 0 2,3 | 2405,393
2013 | 10 | 14 | 2,2 8 30,3 | 23,6 | 81 0 2,1 |2028,2613
2013 | 10 | 15 | 59 6 34,2 | 22,8 | 60 0 0 | 4213,268
2013| 10 | 16 | O 8 299 1239 | 79 0 0,6 [1382,4233
2013 10 | 17 |12 8 316 | 22,5 | 63 0 0 |3517,9314
2013 | 10 | 18 |10,7|4,6667 | 36,6 | 21,1 | 50 0 0 [6624,5536
2013 | 10 | 19 |10,6|4,6667 | 37,3 | 22,3 | 50 0 0 [5771,2932
2013 | 10 | 20 | 6,2 6 355 | 24,8 | 53 0 0,4 [5730,0444
2013 | 10 | 21 |43 ]7,3333| 322 | 244 |74 0 23,9 |3420,1129
2013 | 10 | 22 | 6/4 6 30,8 | 21,3 | 77 0 0 | 5410,661
2013 | 10 | 23 | 6,7 | 7,3333 | 33,8 | 21,7 | 60 0 0 |5052,3859
2013 | 10 | 24 | 6,6 | 53333 | 358 | 23,8 | 59 0 0 |3866,7782
2013 | 10 | 25 | 6,6 | 6,6667 | 36,2 | 24 | 48 0 0 [5225,6308
2013 | 10 | 26 | 10 6 36,6 | 23,3 | 45 0 2,8 [4588,0426
2013 | 10 | 27 | 3 6 326 | 22 |67 0 7,1 14271,0163
2013 | 10 | 28 | 9,1 | 6,6667 | 34,2 | 23,2 | 61 0 0,4 14362,9421
2013 | 10 | 29 | 7 |6,6667 | 346 | 24,4 | 63 0 7 13608,6787
2013 | 10 | 30 | 2,6 8 299 | 244 | 82 0 14,8 | 2784,8817
2013 10 | 31 | 21 8 30,3 | 21,7 | 80 0 0,3 0
2013 | 11 1 4873333 31,2 | 223 |65 0 7,6 0
2013 | 11 2 | 7,2]6,6667| 335 | 23 |63 0 0,4 0
2013 | 11 3 |41 |73333| 322 | 24,2 | 65 0 16,7 0
2013 | 11 | 4 [ 172 8 27,2 | 22 | 86 0 15,8 0
2013 | 11 5 | 0573333 | 27,2 | 216 | 83 0 0,5 0
2013 | 11 6 |49 6 30,2 | 222 | 74 0 0,5 0
2013 | 11 7 6 |6,6667 | 30,3 | 21,8 | 78 0 0,2 0
2013 | 11 8 |34 8 305|218 | 76 0 46,2 0
2013 | 11 9 163[53333]303 ]212 |79 0 17,1 0
2013 | 11 | 10 | 5,2 | 6,6667 | 30,6 | 21,3 | 77 0 11 0
2013 | 11 | 11 |59 (73333 | 326 | 214 |71 0 0 0
2013 | 11 | 12 | 9 |4,6667 | 341 | 23 |62 0 0 0
2013 | 11 | 13 | 4 |7,3333| 32,7 | 241 | 65 0 0,7 0
2013 | 11 | 14 | 21 8 30,6 | 242 | 76 0 1 0
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2013 | 11 | 15 | 65 (53333 | 338 | 23 | 68 0 0 0
2013 | 11 | 16 | 9,7 4 345 | 23 | 65 0 0 0
2013 | 11 | 17 | 6,6 | 7,3333 | 32,2 | 23,8 | 65 0 0 0
2013 | 11 | 18 | O |7,3333| 29,3 | 24,2 | 82 0 0 0
2013 | 11 | 19 |51 |73333| 314 | 238 |71 0 3,8 0
2013 11 | 20 | 29 6 29,1 | 23,1 | 84 0 8,8 0
2013 | 11 | 21 | 42 |6,6667 | 294 | 21 |81 0 2,8 0
2013 | 11 | 22 | 51 6 29,7 | 212 | 79 0 6 0
2013 | 11 | 23 | 85 |4,6667 | 31,3 | 22 |72 0 17,1 0
2013 | 11 | 24 |38 ]7,3333| 30,3 | 22 |80 0 2,9 0
2013 | 11 | 25 | 48 | 6,6667 | 30,2 | 22,2 | 79 0 0 0
2013 | 11 | 26 | 61 |7,3333| 30,8 | 224 | 71 0 33,3 0
2013 | 11 | 27 | 6,4 153333 | 30,3 | 21,9 | 78 0 3,1 0
2013 | 11 | 28 | 34 6 305 | 224 | 77 0 0 0
2013 | 11 | 29 | 3,9 |5,3333| 29,7 | 236 | 78 0 29,2 0
2013 | 11 | 30 | 2,7 | 73333 | 29,1 | 22 | 88 0 10,4 0
2013 | 12 1 12373333 288 | 21,6 | 85 0 7,1 |2870,9149
2013 | 12 2 |43 73333 | 298 | 22 | 82 0 0,9 |2418,3569
2013 | 12 3 | 3153333 | 30 | 222 |78 0 0 |3866,7782
2013 | 12 | 4 | 4,7 153333 | 30,8 | 23,1 | 76 0 0,1 [3172,6202
2013 | 12 5 |62 73333 | 32,1 | 23,4 | 67 0 0 ]3065,3734
2013 | 12 6 |68 6 335 224 |70 0 0 | 5103,063
2013 | 12 7 |56 6 28,8 | 22,6 | 76 0 19 12910,9851
2013 | 12 8 |26 6 298 | 22 |82 0 3,2 |3435,4339
2013 | 12 9 119 6 29 | 221 | 82 0 2,5 [3336,4368
2013 12 | 10 | 5 6 323 1223 |75 0 0 ]1989,3696
2013 | 12 | 11 | 4 |6,6667 | 31,2 | 226 | 74 0 0,4 [4136,6631
2013 | 12 | 12 | 5 |53333| 33 | 229 |70 0 0 |2655,2427
2013 | 12 | 13 | 59 6 333 (231 |71 0 0 |3878,5636
2013 | 12 | 14 | 7,2 |3,3333 | 334 | 23 | 67 0 0 |2073,0457
2013 | 12 | 15 | 6,8 | 4,6667 | 33,1 | 22,8 | 66 0 0 ]5249,2015
2013 | 12 | 16 | 61 |7,3333| 32,1 | 23,1 | 66 0 17,3 |4063,5938
2013 | 12 | 17 | 6 |7,3333| 326 | 224 | 75 0 19,2 | 3370,6144
2013 | 12 | 18 |44 | 73333 | 304 | 228 | 78 0 0,1 |3486,1109
2013 | 12 | 19 | 44 |6,6667 | 31,8 | 234 | 74 0 1,7 |3434,2553
2013 | 12 | 20 | 4,7 | 7,3333| 30,5 | 239 | 73 0 0 [1895,0867
2013 | 12 | 21 | 3,6 8 309 | 241 | 77 0 37,6 |3272,7958
2013 | 12 | 22 | 2,7 |7,3333 ]| 29,3 | 21,2 | 80 0 0 | 3244511
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2013 | 12 | 23 | 0,2 8 256 | 21,2 | 92 0 2,1 |2886,2359
2013 | 12 | 24 | 7553333 | 29,9 | 216 | 77 0 0 |3423,6485
2013 | 12 | 25 | 6,2 | 73333 | 31,2 | 21,7 | 72 0 10,2 | 3187,9412
2013 | 12 | 26 | 51 |6,6667 | 30,2 | 22,2 | 80 0 29,2 |3688,8192
2013 | 12 | 27 | 3,2 53333 | 324 | 222 | 77 0 0 |3061,8378
2013 | 12 | 28 | 88 | 3,3333 | 343 | 21,4 | 63 0 0 ]3033,5529
2013 | 12 | 29 | 838 4 344 | 21,4 | 63 0 0 | 5456,624
2013 | 12 | 30 | 8,9 |3,3333| 334 | 22,2 | 66 0 0 [4506,7236
2013 | 12 | 31 | 8,6 | 3,3333 | 33,8 | 224 | 69 0 0,4 |5421,2679
2014 | 1 1 175 6 342 | 23 |69 0 0 |5759,5078
2014 | 1 2 |86 2 34,6 | 22,2 | 60 0 0 [5677,0103
2014 | 1 3 161 6 335 | 22,3 | 67 0 0 [5025,2796
2014 | 1 4 6 53333 ] 33,8 | 235 | 64 0 0 ]4549,1509
2014 | 1 5 6 | 73333 | 353 | 232 | 61 0 0 [4203,8397
2014 | 1 6 |34 73333 | 33 | 232 | 68 0 16,3 | 2701,2056
2014 | 1 7 |151]73333]|308 | 22 |81 0 7,3 0

2014 | 1 8 149 (73333] 293|218 |81,01792| 9,6 0

2014 | 1 9 0 |73333| 26,4 | 21,8 | 87 |0,1208 | 8,8 |2351,1803
2014 | 1 10 | 11 8 29,8 | 21,8 | 81 0 0,4 |3508,5031
2014 | 1 11 | 58 8 31,4 | 225 |76 |0,1583 | 1,5 |4074,2007
2014 | 1 12 | 74 6 32,4 | 21,7 | 66 10,0208 | 0O [5649,9039
2014 | 1 13 | 85 2 34,3 | 21,3 |58 10,3583 | 0 [5292,8074
2014 | 1 14 | 7,1 | 4,6667 | 33,5 | 20,3 | 56 |0,5458 | 0 |3634,6065
2014 | 1 15 | 6,4 | 46667 | 345 | 20,5 | 63 0 0 |5836,1127
2014 | 1 16 | 7,1 | 3,3333 | 33,8 | 22,6 | 63 |0,2083| 0 |4367,6562
2014 | 1 17 | 6 |4,6667 | 341 | 22,4 | 61 | 0,025 0 14341,7284
2014 | 1 18 | 2,2 8 32,8 | 22,7 |69 |0,7667| 0O |3166,7276
2014 | 1 19 1 29 | 66667 | 32 | 238 |65| 0,6 0 [4063,5938
2014 | 1 20 | 81 |6,6667 | 35 | 23,7 |64|0,7542| 0 |5050,0289
2014 | 1 21 | 5,6 6 344 | 232 | 57 |0,6875| 0 ]4971,0669
2014 | 1 22 19,3 4 35 [ 231 [65]19167| 0 |5883,2542
2014 | 1 23 | 8/4 6 353 | 232 |61 1,0875| 0O [4827,2855
2014 | 1 24 | 8 4 34,6 | 23,7 | 65| 0,85 | 13,3 |3878,5636
2014 | 1 25 | 6,9 | 6,6667 | 33,6 | 23,4 |69 | 0,975 | 0,1 | 4408,905
2014 | 1 26 | 2,3 8 315 | 236 | 67 |2,4167| 11 0

2014 | 1 27 |55 (73333 | 333|228 |68 ]| 0,75 0 0

2014 | 1 28 | 6,5 4 33,8 1228 164 |13708| 0 |5216,2025
2014 | 1 29 [ 9.2 6 34,9 | 236 | 61 10,8667 | 8,3 |4301,6582
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2014 | 1 30 | 24 8 31,3 | 23,8 | 70 11,0542 | 13,6 |3312,8661
2014 | 1 31 | 53 |6,6667 | 32,2 | 226 | 71 10,4667 | 0O |4509,0806
2014 | 2 1 191 6,6667 | 348 | 22,8 | 58 |0,7125| 0 |6260,3859
2014 | 2 2 18153333 | 348 | 23 | 60 | 0,625 0 4040,0231
2014 | 2 3 19566667 | 345 | 235 | 64 11,3458 | 1,9 |4562,1148
2014 | 2 4 13966667 | 313 | 226 | 76 | 0,825 | 7,3 |2758,9539
2014 | 2 5 |34 8 316 | 225 | 76 |1,3792| 0 |2688,2417
2014 | 2 6 |21 8 30,9 | 225 |73 |0,3417] 0 [3365,9002
2014 | 2 7 186 (53333342 | 22,7 | 66 |0,7/833| 0 |3878,5636
2014 | 2 8 192 6 34,8 | 22,6 | 63 |0,7792| 0 |3728,8895
2014 | 2 9 191 6 353 | 22,8 |58 10,9583 | 0O [4862,6416
2014 | 2 10 | 6,3 4 351 | 233 |56 07042 0O [4368,8348
2014 | 2 11 | 57 8 34,2 | 232 | 57 |1,6875| 0 |4285,1587
2014 | 2 12 | 7,2 | 7,3333 | 33,7 | 22,8 | 57 |1,0833| 0 |5164,3469
2014 | 2 13 | 6,7 | 6,6667 | 36 | 22,8 | 63 |1,1667 | 18,6 |3331,7227
2014 | 2 14 181 | 73333 | 333 | 21,8 | 67 |1,0375| 0,4 |3843,2075
2014 | 2 15 [ 95 6 34,8 | 22,3 | 63 |0,7458 | 0 |6345,2405
2014 | 2 16 | 9,5 | 6,6667 | 344 | 23,7 |55 | 0,8 0 [5202,0601
2014 | 2 17 | 8,4 | 6,6667 | 34,7 | 23,8 | 56 | 1,275 0 [5312,8425
2014 | 2 18 | 5,8 | 53333 | 335 | 244 | 63 |13542| 0 |4579,7928
2014 | 2 19 | 8,9 | 6,6667 | 346 | 226 | 62 | 13 0,2 | 3099,551
2014 | 2 20 | 46 | 6,6667 | 33 | 22,7 |70[15833| 0 |3338,7939
2014 | 2 21 |1 2,4 173333 | 31,8 | 238 | 72 | 1,675 0 |4328,7645
2014 | 2 22 | 7,8 16,6667 | 35 | 225 |65 [1,0208| 0,9 |4259,2309
2014 | 2 23 | 64 |7,3333| 344 | 22,5 | 67 [1,0042| 1,1 |5015,8513
2014 | 2 24 16,1 73333 | 34 | 23669 |09583| 05 |2815,5237
2014 | 2 25 11,2 17,3333 | 30,8 | 24,6 | 83 |0,6667 | 33,6 |1467,2779
2014 | 2 26 | 2,7 8 316 | 22,1 | 75 10,4708 | 0,1 |2531,4964
2014 | 2 27 1 0,2 8 30 | 232 |77]0,6708| 0,8 |1426,0292
2014 | 2 28 | 43 73333 | 31,7 | 22,4 | 68 | 0,65 3 |2186,1852
2014 | 3 1 4 173333 | 29,7 | 22,7 | 82 10,8958 | 5,1 |3248,0466
2014 | 3 2 | 5466667 | 319 | 22 |720,6417| 0,6 |3436,6124
2014 | 3 3 | 2,7 8 30,9 | 22,7 | 75 10,9083 | 13,3 | 2292,2535
2014 | 3 4 | 7266667 | 324 | 215 |71 |09375| 7 |2177,9354
2014 | 3 5 121 8 30,8 | 215 | 75/0,8458 | 0 [1573,3462
2014 | 3 6 | 7146667 | 338 | 23,2 | 68 | 0,8042 | 54,4 | 4075,3792
2014 | 3 7 |51]73333|325 | 22 |740,6875| 55 |3836,1363
2014| 3 8 /3673333 | 306 | 216 |80 1,1958| O [4318,1577
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2014 | 3 9 /1473333311 | 218 | 72| 14 | 18,1 |2691,7774
2014 | 3 10 |16 | 73333 | 31 | 224 |77]0,6833| 0,4 |1912,7647
2014 | 3 11 |51 73333 | 324 | 22,7 |72 | 08 0,9 [2656,4213
2014 | 3 12 1 2,6 | 7,3333| 32,3 | 23,5 | 74 |0,6083 | 3,2 |3185,5841
2014 | 3 13 | 7 |7,3333| 32,2 | 225 | 72 |1,6042| 8,3 |4283,9802
2014 | 3 14 |53 |73333 | 313 | 21 | 75]0,9542| 7,9 |1446,0643
2014 | 3 151 0 8 27,7 | 21,2 | 88 | 0,4958 | 16,7 |2246,2906
2014 | 3 16 | 3 |7,3333| 30,7 | 22,7 | 76 |0,4875| 0 |3933,9548
2014 | 3 17 | 7,2 | 6,6667 | 33,6 | 23,3 | 69 |0,7125| O |3873,8495
2014 | 3 18 | 6,3 8 33,3 | 236 | 70|0,9667| 0,4 | 3778,388
2014 | 3 19 | 3,6 | 7,3333| 30,2 | 23,6 | 80 |1,2583 | 5,7 |1655,8438
2014 | 3 20 | 6,3 4 325 228 |69 14125| 0 [3301,0807
2014 | 3 21 | 6,8 |6,6667 | 341 | 22 |65 0,775 0 | 4861,463
2014 | 3 22 | 3 8 32,1 | 22 | 7121042 | 2,1 |2235,6837
2014 | 3 23 | 0,2 8 29,3 | 22,2 |81 10,3583 | 0O [1553,3111
2014 | 3 24 138 73333 | 32,7 | 224 163 (13333 0 | 2181471
2014 | 3 25 | 4,6 8 334 | 23,4 | 713 10,7292 3038,2671
2014 | 3 26 | 3 8 31,1 [ 237 |78 11 0,4 | 2115473
2014 | 3 27 |41 73333 | 31,7 | 223 |70] 1,35 0 [2322,8954
2014 | 3 28 | 7,4 173333 | 345 | 22 |64 |06/08] 0 ]4397,1197
2014 | 3 29 |92 (33333 353 | 22 |63|0,7917| 3,8 |6533,8063
2014 | 3 30 | 6,8 8 34,2 | 2356516208 0 [5962,2161
2014 | 3 31 | 8,5 ]4,6667 | 348 | 23,7 | 62 10,9458 | 0O |5092,4562
2014 | 4 1 149 8 32,8 | 238 |61 |0,6875| 0 |2332,3237
2014 | 4 2 |41 73333 | 325 | 238 | 62 |0,9042| 0O |954,61456
2014 | 4 3 105 8 30,2 | 24 |69 ]24958| O 1131,395
2014 | 4 4 7 153333 ] 354 | 205 |62 19583 0O |2811,9881
2014 | 4 5 | 8453333 | 348 | 21,2 | 56 |2,1458 | O |1013,5414
2014 | 4 6 | 8,6 8 357 | 238 | 51 |25125] 1,1 |1316,4253
2014 | 4 7 1 37(73333[326 | 23 |67 2175 | 1,4 |3159,6563
2014 | 4 8 [38[73333| 326 | 23267 16 1,1 | 1309,354
2014 | 4 9 |37 73333 | 321 | 23,7 | 65 /1,4208| 0,1 |1612,2379
2014 | 4 10 | 8,7 | 6,6667 | 35 | 24,2 |53 | 2,05 0 ]1461,3853
2014 | 4 11 | 54 6 34,8 | 245 |54 |19625| 0 |351,20388
2014 | 4 12 |51 73333 339 | 229 |58 | 1,35 0 [2025,9042
2014 | 4 13 |75 6 35,7 | 236 | 54 11,6208 | 0O [3404,7919
2014 | 4 14 | 7,7 | 6,6667 | 359 | 24 |54 30542 0 | 3971,668
2014 | 4 15 |15 8 32,6 | 238 | 64 116167 0O [2960,4837
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2014 | 4 16 | 54 6 335 | 22,6 | 63 10,4042 | 1,8 |3684,1051
2014 | 4 17 | 6,7 | 7,3333 | 332 | 22,6 | 68 |1,0917| O |4606,8992
2014 | 4 18 | 9,5 | 6,6667 | 364 | 23 |59 | 165 | 2,7 |4636,3626
2014 | 4 19 | 71 8 34 | 22,8 | 6416958 | 0,4 |3430,7197
2014 | 4 20 | 51 (53333 | 338 | 23 |62(08792| 0 |3270,4388
2014 | 4 21 13,2 (73333 | 33 | 238 |56 |10/08] 0 ]2321,7169
2014 | 4 22 1 24 8 31,7 | 243 | 65 (0,8292| 0 |2677,6349
2014 | 4 23 10,3 | 6,6667 | 36,7 | 23,8 | 56 | 1,1042 | 22,6 | 4359,4065
2014 | 4 24 11573333 | 313 | 224 | 0 |0,1125| 6,6 |1812,5891
2014 | 4 25 | 6,7 153333 | 351 | 212 |63 |1,0958| O |5025,2796
2014 | 4 26 | 51 6 32,7 | 21,7 | 65 /0,6708 | 0,1 |3832,6007
2014 | 4 27 | 8,2 (53333 | 34,1 | 236 | 62 |0,9208| 0 |4240,3743
2014 | 4 28 | 8,8 |7,3333 | 355 | 233 |62 |0,7292| 9 ]4886,2123
2014 | 4 29 | 6,3 6 32,3 | 22,4 | 69 |15167| 0,1 |[4142,5558
2014 | 4 30 | 85 (53333 | 348 | 23 |64 [0,9667| 2,4 |4545,6153
2014 5 1 18566667 | 343 | 23 |70] 1,125 | 0,1 |5589,7986
2014 5 2 |53[73333| 332 | 234 |69 0,7125| 10,2 |4661,1118
2014 | 5 3 |36 73333 | 332 | 234 |70 07375 0O |4480,7957
2014 | 5 4 |6,2 66667 | 336 | 23,6 | 58 |0,6042| 0O |4245,0884
2014 5 5 192 ]6,6667 | 356 | 24,8 | 58 |0,7583| 0 57359371
2014 | 5 6 |59 53333 | 345 | 248 | 62 /11,0208 | 14 |3801,9587
2014 | 5 7 15473333 | 30,8 | 22,6 | 80 | 0,8667 | 6,9 |3497,8963
2014 5 8 |46 8 314 | 225 76| 0,75 | 19,9 |3098,3724
2014 5 9 |42 |73333| 298 | 21,8 | 82 |0,5167| 4,5 |2968,7334
2014 | 5 10 | 43 8 305 | 22 |83)04875| 8,3 |2652,8856
2014 5 11 | 31 8 28,8 | 22,9 | 84 |0,3292 | 18,6 |2786,0603
2014 5 12 | 7 |6,6667 | 333 | 22,1 | 68 |0,6958 | 0,3 | 3051,231
2014 | 5 13 10,6 6 34,3 | 238 | 66 10,4917 0O [4866,1772
2014 | 5 14 12,6 |7,3333| 32,3 | 24,2 | 69 |0,7167| 0 |2525,6037
2014 5 15 [ 4,7 | 7,3333 | 32,9 | 23,3 | 65 |0,8667| O [4113,0924
2014| 5 16 | 7,3 | 4,6667 | 33 | 229 |64 |0,7667| O | 4408,905
2014 | 5 17 129 6 29,7 | 23,7 | 79 10,6458 | 0,6 |2859,1295
2014 5 18 [ 21 6 30,8 | 23,4 | 82 |0,4458 | 1,8 |2182,6496
2014 5 19 | 1,1 | 73333 | 27,8 | 22,6 | 80 |1,0833 | 2,7 | 2374,751
2014 | 5 20 | 91 6 355 | 225 |66 10,7458 | 0O [5689,9742
2014 | 5 21 | 6,7 | 7,3333 | 334 | 22,6 | 64 |0,7208 | 12,8 | 4140,1987
2014 5 22 | 7,3 153333 | 326 | 2157209042 0 |1275,1765
2014| 5 23 | 8,8 | 4,6667 | 346 | 214 | 67 |0,4375| 1,8 |3396,5422
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2014 | 5 24 19,3 4 34,7 | 218 | 67| 11 0 [1798,4467
2014 5 25 | 81 6 342 | 216 |61 |0,7125| 0O | 5087,742
2014 5 26 | 6,5 |7,3333 | 33,5 | 22,2 | 64 |1,2333| 3,2 |1751,3052
2014 | 5 27 119 8 315 | 226 | 71 10,8833 0O |347,66827
2014 | 5 28 | 39 8 333 | 228 | 66 |1,2375] 0 | 4167,305
2014 5 29 |59 8 33,6 | 236 | 65 |0,4417| 8 ]1964,6203
2014 5 30 | 71 8 32,1 | 22,2 1 65 |0,5583| 0 | 4584,507
2014 | 5 31 | 83 8 34,4 | 236 | 66 |0,7708| 0O [4741,2523
2014| 6 1 146 73333 | 342 | 242 |65 |0,8917| 4 |4493,7596
2014| 6 2 |47 8 31,8 | 22,7 | 69 |1,1542| 0 |3821,9938
2014 | 6 3 |59 |66667| 344 | 23 |67 11167 | 6,8 |1636,9872
2014 | 6 4 | 6,7 66667 | 31,7 | 229 | 73 [1,3958| 3 |3296,3666
2014| 6 5 | 1,7 4 34,8 | 22,3 1 64 [1,0083| 3,9 | 3147871
2014 | 6 6 |31 8 32 | 22,7 169 |0,7458 | 0 ]2054,1891
2014 | 6 7 123 8 32,4 | 231 |72 0,7875] 0,4 [1230,3921
2014| 6 8 7 153333 | 336 | 22,8 | 69 |0,6417| 0O |4384,1558
2014| 6 9 |64[53333| 338|229 |64 0575 1 11207,9999
2014 | 6 10 | 31 8 32,2 | 22,7 |75 |0,7417| 1 [1778,4116
2014 | 6 11 | 9,7 |4,6667 | 344 | 21 |58 |1,0625| 0 |2584,5305
2014| 6 12 | 8,6 | 53333 | 348 | 21,8 | 56 |1,3/08| 0,4 |2161,4359
2014 | 6 13 |55 |7,3333| 33,1 | 22,7 | 65 |1,1333| 0,5 |3845,5646
2014 | 6 14 159 |6,6667 | 345 | 234 |66 | 1,575 | 2,6 |1190,3219
2014| 6 15 | 8,7 | 7,3333 | 354 | 23 |54 | 1,825 0 3084,23

2014| 6 16 | 6 |7,3333| 334 | 23,4 |49 |23375| 0 ]1292,8545
2014 | 6 17 13,1 | 7,3333| 32,1 | 254 | 50 | 2,8542| 0 |3865,5997
2014| 6 18 | 0,3 8 31,3 | 251 | 57 |4,3458| 0 |3301,0807
2014| 6 19 | 2,8 8 32,1 | 252 | 46 [4,9958 | 0 |2844,9871
2014 | 6 20 | 2,2 8 31,3 [ 235 |46 | 46 0 [2910,9851
2014 | 6 21 |82 |73333| 34 | 211 |47 | 22 0 | 5449,5527
2014| 6 22 |1 6,2 | 7,3333 | 33,6 | 22,9 | 52 |2,0333| 0 |4723,5743
2014| 6 23 | 6,7 |6,6667 | 351 | 22 |53 |11917| O |3669,9626
2014 | 6 24 | 31 8 33 24 | 66| 18 0,7 |3357,6505
2014| 6 25 101 8 29,7 | 22,4 | 78 |0,4625| 1,8 |2562,1383
2014| 6 26 | 7,9 153333 | 351 | 21,4 |64 |05875| 0 ]4853,2133
2014 | 6 27 | 8,2 |6,6667 | 352 | 21,8 | 52 |0,3833 | 2,5 |4999,3518
2014 | 6 28 | 438 8 33 | 223 640925 | 04 |2556,2457
2014| 6 29 16,9 53333 | 358 | 22,7 | 53 |1,0792| 0O ]4100,1285
2014| 6 30 | 54 8 32 | 22,7 |59 12,3667 | 0,1 |4103,6641
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2014 | 7 1 |88 ]6,6667| 359 | 238 | 52 [1,2458 | 0 |5372,9479
2014 | 7 2 | 7473333328 | 242 | 61 |2,38/5| 0 [4549,1509
2014 | 7 3 9 15,3333 ] 36,3 | 22,8 | 52 | 0,875 0 |3824,3509
2014 | 7 4 |15 8 34,2 | 232 | 57 | 0,675 | 0,1 |3248,0466
2014 | 7 5 |81 46667 361 | 231 |55 0,775 | 0,1 |4210,9109
2014 | 7 6 5 153333 | 34,2 | 23,1 | 56 |0,7667| 0 |3252,7607
2014 | 7 7 |79 (73333| 356 | 249 |52 |1,4875| 2,4 |4425,4045
2014 | 7 8 141 8 32,8 | 22 | 6520917 0O [3961,0612
2014 | 7 9 |67 6 341 | 22,6 | 54 | 1,825 0 14438,3684
2014 | 7 10 | 2,1 8 33,1 | 243 | 57 |2,6875| 0 |3335,2583
2014 | 7 11 | 2 8 31,3 | 238 | 58 |2,6042| 0O [3786,6378
2014 | 7 12 |1 4,8 | 6,6667 | 33,1 | 22,1 | 55 |3,3167| 0 |4697,6465
2014 | 7 13 [ 43 |7,3333 | 338 | 22,3 | 56 |3,3708 | 0,3 | 2939,27
2014 | 7 14 153 |7,3333| 36,3 | 24,6 | 56 |1,9958| 0 |3140,7998
2014 | 7 15 | 6,3 8 34,1 | 23,6 | 59 | 2,775 0 [2929,8417
2014 | 7 16 | 5,2 | 7,3333 | 33,7 | 24,7 | 51 |16542| 0 ]1389,4945
2014 | 7 17 143 | 7,3333 | 342 | 26,1 | 54 | 3,075 0 |253,38535
2014 | 7 18 | 4 |53333| 344 | 25,6 | 54 |2,1652| 0 |718,90726
2014 | 7 19 16,3 |7,3333| 33,8 | 255 |51 |1,6208| 0 |42,427314
2014 | 7 20 | 6,6 | 53333 | 35,7 | 241 | 53 |2,03833| 0 |585,73264
2014 | 7 21 | 9 [5,3333| 353 | 245 |52 |2,2708| 0 ]595,16093
2014 | 7 22 | 8,6 6 32,6 | 25 |57 | 3,125 0 [1381,2448
2014 | 7 23 | 7,4 |53333 | 34,8 | 246 | 49 [2,1958| 0O | 335,8829
2014 | 7 24 |1 9,7 13,3333 | 36,2 | 248 | 47 |16/92| 0 |1418,9579
2014 | 7 25 | 6,9 |6,6667 | 34,7 | 24 |52 [13083| 0O |3045,3383
2014 | 7 26 | 5,5 |7,3333 | 344 | 246 |49 |2,17/92| 0 |3661,7129
2014 | 7 27 | 6 |6,6667 | 348 | 254 |42 | 1,45 0 |3448,3978
2014 | 7 28 | 8,2 | 4,6667 | 356 | 24,6 | 45 |1,5792| 1,4 |3593,3578
2014 | 7 29 | 6,6 6 34 | 22,1 |52 |2,2125| 3,8 | 3422,47
2014 | 7 30 | 43 |6,6667 | 31,7 | 222 | 57 |2,1583| 0 [5321,0923
2014 | 7 31 | 6,3 (53333 | 338 | 219 |42 28667 0O |30653734
2014 | 8 1 |86 ]53333| 37 24 139 (12,4833 | 0,2 |3497,8963
2014| 8 2 113 8 31,2 | 245 |49 22375 O 0
2014| 8 3 106 8 32,2 1 20,1 |54 |15875| O 0
2014 | 8 4 |10 6 35 | 21,6 | 46 |1,0667| O 0
2014 | 8 5 108 8 32,5 | 22,6 | 54 11,5208 | 0,7 [1998,7979
2014| 8 6 |58 8 31,7 | 23,2 | 57 |2,5333| 0,1 |2088,3667
2014| 8 7 141173333 | 332 | 232 | 47 12,0958 | 0O |2299,3247
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2014 | 8 8 |68 66667 | 347 | 241 |47 11,8792 0 |3710,0329
2014| 8 9 19146667 | 345 | 23,7 | 47 |2,6958| O 0
2014| 8 10 | 6,7 | 6,6667 | 348 | 24 |45 (21083 0 |[3581,5724
2014 | 8 11 | 59 |53333| 351 | 243 | 47 |1,4708| 0 | 3066,552
2014 | 8 12 | 31 6 34,3 | 244 | 57 |1,4458| 0O |3046,5168
2014| 8 13 | 54 |66667 | 35 [ 225 |64 | 1,75 | 2,1 |3937,4904
2014| 8 14 | 5,6 6 343 | 212 |54 | 1,25 0 |3138,4427
2014 | 8 15 | 8,6 | 6,6667 | 33,8 | 21,3 | 48 |2,7708| 0 |3157,2993
2014| 8 16 | 3 8 33,6 | 251 | 47 |2,1833| 0 |2751,8827
2014| 8 17 1 2,8 | 7,3333 | 30,8 | 25,2 | 45 |3,9875| 0 | 4263,945
2014 | 8 18 | 2,7 8 32,4 | 251 | 48 12,9167 | 0O [2295,7891
2014 | 8 19 1 04 8 30,4 | 243 | 46 12,3833 0 [2354,7159
2014| 8 20 | 6,5 | 6,6667 | 34,6 | 23,6 | 40 | 4,175 0 |3661,7129
2014 | 8 21 | 53 8 34,3 | 238 | 36 |3,1875| 0 [4684,6826
2014 | 8 22 | 8,2 (53333 | 36,3 | 24,3 | 34 [3,0958 | 0 |6497,2717
2014| 8 23 | 6 8 351 | 25 |34 |15375| 0 [4725,9313
2014| 8 24 | 8,8 4 357 | 249 |45 |0,4917| 0O |4763,6445
2014 | 8 25 [ 172 8 32,3 | 25,6 | 66 |1,2792 | 1,3 |3025,3032
2014 | 8 26 | 53 8 34,4 | 232 | 50 |1,6542| 0 [3322,2944
2014| 8 27 |38 73333 | 33 | 234 [50|0,9958| 0 |3966,9538
2014 | 8 28 | 5 8 33,1 | 235 |50 21708| 0 |[5171,4181
2014 | 8 29 | 43 8 33,7 | 23 |50 19625 0O [2936,9129
2014| 8 30 | 95 6 37,2 1231 3816042 0 ]4800,1791
2014| 8 31 | 10 | 53333 | 368 | 24 |35|1,7042| 0O [45951138
2014 | 9 1 |67 6 36,6 | 24,2 | 38 11,0208 | O [4473,7245
2014 9 2 106 8 323 | 26 |56 | 0,75 0 ]1534,4545
2014 9 3 |81 6 352 | 231 |49 |1,1833| 1,7 |4135,4846
2014 | 9 4 19,7 |6,6667 | 353 | 225 |55 |0,7417| 0 |3502,6105
2014 | 9 5 | 7973333 | 36 | 224 |46 14542 0 |3319,9373
2014 9 6 | 5866667 | 354 | 22,8 | 41 |1,7667 | 0,1 |2466,6769
2014 9 7 1172 8 33,8 | 24 |47 [3,2875| 0,3 |1,1785365
2014 | 9 8 |38 8 32,5 22,8 |58 25208 O 1355,317
2014 9 9 193 2 371 | 22 |46 18875 0 |5705,2952
2014 9 10 | 1,5 |7,3333 | 332 | 23,7 | 45| 1,05 0 |3279,8671
2014 | 9 11 | 8,6 | 7,3333| 36,4 | 23,6 | 47 |1,0625| 1,1 |5680,5459
2014 | 9 12 1 45 6 34,3 | 23,9 | 58 |0,8625| 0O [2938,0915
2014 9 13 [ 3,8 | 7,3333 | 35 24 |50 10,9833 0 |3546,2163
2014 9 14 | 4 |7,3333| 342 | 24,6 | 51 |1,6458| 0,1 |3462,5402
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2014 | 9 15 | 6,2 6 355 | 234 5205833 0 [4710,6104
2014 9 16 | 49 |6,6667 | 36 | 23,4 |53 ]12583| 0,1 |4253,3382
2014 9 17 | 6,1 6 36,7 | 24,4 | 44 10,6542 | 14,5 | 3521,467

2014 | 9 18 | 4,6 8 33 | 22,566 |0,7292 | 12,9 |4010,5597
2014 | 9 19 | 8,2 6 36 | 22,6 | 57 [1,3542| 0 |5508,4796
2014 9 20 | 4 73333 | 31,8 | 233 |67 (12292 1 |3209,1549
2014 9 21 |1 4,8 6 34,1 | 23,3 |58 |1,0/08| 0 |4570,3645
2014 | 9 22 | 57 73333 | 352 | 24,1 | 58 |0,9833 | 1,6 |4089,5216
2014 9 23 19,9 6 36,9 | 23,2 |49 |0,6208| 0 |3797,2446
2014 9 24 | 7,2 13,3333 | 36,4 | 23,9 | 56 |0,5333| 0 | 4665,826

2014 | 9 25 | 7,7 153333 | 37,8 | 23,1 | 48 | 0,525 0 | 6247,422

2014 | 9 26 10,2 2 37,6 | 23,2 | 41 10,8167 0O | 5957,502

2014 9 27 | 56 53333 | 34,7 | 24 |52 |0/9542| 0 ]2978,1617
2014 | 9 28 | 6,1 |6,6667 | 351 | 252 | 41 |1,3125| O |2905,0925
2014 | 9 29 | 7,7 | 3,3333 | 36,6 | 24,2 | 37 |1,2583| 0 ]4193,2328
2014 9 30 | 7,3 15,3333 | 36,8 | 23,3 | 36 |1,0083| 0,4 |5324,6279
2014 | 10 1 191 6,6667 | 36,7 | 236 | 37 |1,3667| 4 | 4892105

2014 | 10 2 |32 |66667| 331|214 |61 0,65 0 [1951,6564
2014 | 10 3 163 8 32,6 | 21,9 | 57 |3,3333| 0 [3074,8017
2014 | 10 4 | 7546667 | 36,2 | 234 | 41 |1,3958| O | 47/31,824

2014 | 10 5 | 7953333 | 38 | 248 |45 /09667 0O |5116,0269
2014 | 10 6 |43 73333 | 354 | 246 | 46 | 1,875 0 | 3341151

2014 | 10 7 15853333364 | 25 |43 0,6083| 0,3 |3996,4172
2014 | 10 8 13966667 329 | 241 68| 0975 | 2,3 |2399,5003
2014 | 10 9 148 6 29,8 | 22,4 | 79 10,8958 | 34 |3984,6319
2014 | 10 | 10 | 3,2 53333 | 318 | 21,7 | 66 |0,7292| 0O [3354,1149
2014 | 10 | 11 | O,7 8 316 | 234 | 65 |0,3042| 0 |3071,2661
2014 | 10 | 12 | 44 6 348 | 24 |51 15875 0 [4281,6231
2014 | 10 | 13 |14 6 32,8 | 246 | 45129167 0 | 3002911

2014 | 10 | 14 | 34 73333 | 35 25 |48 12,2042 0 | 3244511

2014 10 | 15 |12 |73333| 34 25 |46 16792 0 ]2663,4925
2014 | 10 | 16 | 29 6 348 | 235 |44 118875 0 [4760,1089
2014 | 10 | 17 | 9 |4,6667 | 36,4 | 245 |41 |1,1042| 0O | 4762,466

2014 | 10 | 18 | 54 |6,6667 | 35 | 251 |50 |0,4917| 0,5 |4418,3333
2014 | 10 | 19 | 58 8 33,2 | 242 | 68 |0,7708| 0O [4308,7294
2014 | 10 | 20 | 2,7 | 7,3333 | 27,4 | 23,7 | 79 |0,6958 | 4 |2865,0222
2014 | 10 | 21 | 8,4 | 53333 | 353 | 22,3 | 52 | 0,325 0 |4777,7869
2014 | 10 | 22 | 57 8 34 23 |51] 13 0 [4187,3402
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2014 | 10 | 23 | 6,7 4 37,4 | 233 | 49 | 0,475 0 [4929,8182
2014 | 10 | 24 | 9,3 | 6,6667 | 356 | 23,8 | 50 | 0,85 | 78,9 |3126,6573
2014 | 10 | 25 |45 |7,3333| 328 | 21,2 | 74 1 32 | 5070,064
2014 | 10 | 26 | 03 |7,3333| 275 | 21,5 | 83 |0,2917 | 59 |2459,6057
2014 | 10 | 27 |54 73333 | 32,7 | 21,8 |69 |0,7833| 0 | 3842,029
2014 | 10 | 28 | 9,1 | 6,6667 | 33,6 | 23,5 | 63 |0,5375| 17,4 | 3844,386
2014 10 | 29 | 51 6 31,8 | 22,4 | 71 |0,7125| 20,9 | 2208,5774
2014 | 10 | 30 | 39 6 32,7 | 22,6 | 79 10,6625 | 21,5 |4214,4465
2014| 10 [ 31 |71 (33333 | 325|219 69| 01 | 28,6 37925304
2014 | 11 1 13773333 | 30,3 | 223 |75|0,3417| 2,2 |2063,6174
2014 | 11 2 4 |73333| 29 | 22280 045 | 0,3 |3230,3685
2014 | 11 3 |76 46667 | 354 | 222 | 64 10,2625 0O |5433,0532
2014 | 11 4 15273333 | 326 | 22,9 | 65 |0,4042 | 13,5 | 3103,0866
2014 | 11 5 123 6 29,9 | 22,2 | 89 |0,3083 | 15,9 |2967,5549
2014 | 11 6 |56 73333 | 315|222 |74 0,35 | 10,2 | 3060,6593
2014 | 11 7 7 6 325 1221 | 74106625| 0 ]1876,2301
2014 | 11 8 18253333 33 | 2267005125 0 |5837,2913
2014 | 11 9 | 7566667 | 332 | 234 |70 | 06 | 16,1 |6098,9264
2014 | 11 | 10 | 7,6 |[53333| 323 | 21,7 | 74| 035 | 4,8 |3285,7597
2014 11 |11 | 5 6 29,8 [ 218 | 78 |0,0542 | 1,7 |4386,5128
2014 | 11 |12 |01 |7,3333| 27,2 | 22,1 | 89 |0,0833 | 3,5 |1363,5667
2014 | 11 | 13 | 6,2 |7,3333| 31,7 | 225 | 76 |0,8667 | O |3739,4963
2014 11 | 14 | 25]73333| 30 | 2387008708 3,8 | 1680,593
2014 11 | 15 | 4 6 301 | 22 | 74]0,3458| 2 ]2195,6135
2014 | 11 | 16 | 1,7 |7,3333| 28,7 | 22 | 78| 01 0 [2311,1101
2014 | 11 | 17 |46 |6,6667 | 339 | 22 |62 04833 0 ]2976,9832
2014 | 11 | 18 |10,1|3,3333 | 33,7 | 22,2 | 62 |0,1542| 7,9 |4789,5723
2014 | 11 | 19 | 58 |6,6667 | 30,7 | 22 | 75]0,3208| 0,1 |3096,0154
2014 | 11 | 20 |55 (53333 | 315 | 226 | 71| 04 1,3 3739,4963
2014 11 | 21 | 238 8 30,5 | 236 | 72 |0,5125| 16,9 | 2334,6808
2014 | 11 | 22 | 46 53333 | 306 | 21,8 | 78| 0,05 | 0,4 [35155744
2014 | 11 | 23 | 6,2 [5,3333| 31,8 | 22,5 | 70 |0,1458 | 0,3 |4661,1118
2014 | 11 | 24 |84 33333 | 333 | 231 64| 02 0,5 [6068,2844
2014 | 11 | 25 | 7 |6,6667 | 324 | 234 | 71 |0,6833| 43 |3225,6544
2014 | 11 | 26 | 39 8 315 | 233 | 77 10,9792 | 3,3 |3048,8739
2014 | 11 | 27 | 7,3 53333 316 | 23 |71]0,5833| 0 | 3440,148
2014 | 11 | 28 | 8,7 6 338 1232 |65] 01 0 16263,9215
2014 | 11 | 29 | 7,8 | 6,6667 | 344 | 236 | 66 [0,3042| 1 |3059,4807
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2014 | 11 | 30 | 4 |7,3333| 343 | 241 | 64 |0,2583| 0 |2459,6057
2014 | 12 1 188 6 34,8 | 23,2 | 61 |0,6042| 0O ]4595,1138
2014 | 12 2 |64 [46667| 345 | 235 |59 | 1275 0 ]4188,5187
2014 | 12 3 | 7233333 | 355 | 22,8 | 57 |0,9667| 0O |3813,7441
2014 | 12 4 12853333 ] 328 | 22,8 | 66 | 0,825 0 [3752,4602
2014 | 12 5 | 8266667 | 34 | 2386306708 70 | 4892,105
2014 | 12 6 | 57 |6,6667 | 30,6 | 20,2 | 78 |0,6708 | 2,2 |3731,2465
2014 | 12 7 10273333 | 27 | 20,6 |90 | 0,375 | 12,3 | 1490,8487
2014 | 12 8 |61 6 32,2 | 22,6 | 74 |0,3542| 46 | 3681,748
2014 | 12 9 |25]6,6667 | 294 | 21,5 | 80 |0,5625| 0,9 |2593,9588
2014 | 12 | 10 | 49 |6,6667 | 31,7 | 22,1 | 74 |0,0792 | 19,4 |3791,3519
2014 | 12 | 11 |34 |73333| 29 | 214 |83]0,5583| 0,6 |3614,5714
2014 12 |12 | 8 |53333| 316 | 219 | 68 |0,6542| 0O |5355,2698
2014 | 12 | 13 | 4,7 | 6,6667 | 30,6 | 23,1 | 76 [1,3083 | 1,6 |2391,2505
2014 | 12 | 14 | 5 [5,3333| 30 | 22,2 |81|0,5708 | 34,6 |3591,0007
2014 | 12 | 15 | 538 6 304 | 216 | 78 |0,3375| 0 ]4668,1831
2014 | 12 | 16 | 56 | 7,3333 | 31,3 | 224 | 74 10,4375 0,7 |3347,0436
2014 | 12 | 17 |63 [53333| 31,2 | 24 |71]0,5583| 1,5 |4611,6133
2014 | 12 | 18 | 7,8 | 5,3333 | 32,2 | 238 | 73 |0,4833 | 20,8 | 4876,784
2014 | 12 | 19 | 6,4 53333 | 31,2 | 22,8 | 75 |0,7042| 3,5 |4397,1197
2014 | 12 | 20 | 7,3 | 6,6667 | 316 | 23,1 | 70 |0,6708| 1 |4695,2894
2014 | 12 | 21 |69 [53333| 314 | 234 | 75|0,7417| 55 |5106,5986
2014 | 12 | 22 | 8,5 [5,3333 | 335 | 23,3 | 69 |0,4292| 0O |5834,9342
2014 | 12 | 23 | 838 2 341 121562 09917 0 |3916,2768
2014 | 12 | 24 | 3,7 | 4,6667 | 32,8 | 21,6 | 63 |0,8042| 0,5 |2905,0925
2014 | 12 | 25 | 6,4 | 53333 | 325 | 22,6 | 68 |0,7542| 0,2 |3570,9656
2014 | 12 | 26 | 7,4 | 46667 | 34 | 23,2 |58 04167 0O [4432,4758
2014 | 12 | 27 | 4,7 | 6,6667 | 32,7 | 24 |65(0,8042| O |4848,4991
2014 | 12 | 28 | 4,9 | 4,6667 | 32,3 | 236 | 63 |0,4417| 0O ]2998,1968
2014 | 12 | 29 | 76 |3,3333 | 346 | 21,8 | 62 |0,2833| 0 | 6328,741
2014 | 12 | 30 | 7,8 6 33,6 | 22,1 | 65 |0,2958| 0 |4837,8923
2014 | 12 | 31 | 7,1 | 4,6667 | 329 | 223 | 62 |0,4125| O | 4457,225
2015| 1 1 14,7 153333 | 33 | 223 |64 [0,0458| 0 [4373,5489
2015| 1 2 188 4 352 | 22,6 | 53 |0,7292| 0 | 4052,987
2015| 1 3 18933333 | 35 |21,8 |50 /05708 0 |2609,2798
2015| 1 4 |88 2 35 22 149 ]05125| 0 ]3436,6124
2015| 1 5 | 55[33333| 342|214 |55/|03583| 0 0
2015| 1 6 |89 2 352 | 20,8 | 47 | 0,825 0 0
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2015| 1 7 | 7333333 | 352 | 20,2 | 48 10,4292 | 0 |2754,2398
2015| 1 8 |32 8 33,6 | 204 | 50 |0,1417| O ]1857,3735
2015| 1 9 12973333 335|244 |56 06167 0 | 2469,034
2015| 1 10 | 7,9 2 36,6 | 23,2 | 52 10,1833 | 0O [4514,9733
2015| 1 11 | 3,2 6 333 | 23 | 5404417 0 [2833,2017
2015| 1 12 | 8,2 | 4,6667 | 355 | 24,7 | 47 |1,0/92| 0 |2327,6096
2015| 1 13 [ 91 2 36,5 | 22,8 14910333 0 | 2018,833
2015| 1 14 | 7 16,6667 | 349 | 23,2 | 56 |1,1458| 0 |4783,6796
2015| 1 15 | 8,8 6 36,3 | 245 |51 |12833| 0 [4748,3235
2015| 1 16 | 44 6 344 | 246 | 58 [0,9417| 0O |3838,4934
2015| 1 17 | 2,6 | 6,6667 | 30,9 | 22,6 | 71 |1,0167 | 9,3 |2408,9286
2015| 1 18 16,8 | 73333 32 |[216|71]10583| 0 |2997,0183
2015| 1 19 [ 29 8 30,8 1 21,9 | 68 |0,4708| 1,6 |3116,0505
2015| 1 20 | 46 ]7,3333| 30,3 | 228 | 64 |1,4083| 0 | 2827,309
2015| 1 21 |42 73333 | 318 | 228 | 71 |0,4208 | 3,4 |3598,0719
2015| 1 22 | 1,7 | 73333 | 27,7 | 222 | 77 |1,1375| 0 |750,72775
2015| 1 23 | 5173333 | 32 | 21,766 |0,3833| 0,3 |790,79799
2015| 1 24 133 (73333 299 | 22 |72 |0,4958 | 3,6 |2219,1842
2015| 1 25 | 7,6 4 344 | 22,4 | 66 10,3042 0O [5627,5118
2015| 1 26 | 8,5 | 4,6667 | 33,6 | 225 |62 |0,3542| 9,1 |3998,7743
2015 1 27 | 6 6 31,8 | 231 | 73| 0,85 | 14,1 |4372,3704
2015 1 28 | 8,5 |6,6667 | 33,6 | 22,5 | 65 ]0,5083| 0 |3838,4934
2015| 1 29 |71 6 32,7 1241 62| 0,35 0 14967,5313
2015| 1 30 | 46 8 326 | 242 |59 |0,3333| 0O ]4031,7733
2015 1 31 | 42 |6,6667 | 31,8 | 24,1 | 66 |0,6833| 0,5 | 1599,274
2015| 2 1 16,3 [6,6667 | 329 | 23,3 |63 [1,2292| 0,1 |2401,8574
2015| 2 2 |41 |6,6667 | 348 | 23,3 | 51 |1,7958 | 0,1 |3205,6193
2015 | 2 3 | 3573333 | 336 | 238 | 54| 2,05 0 [1586,3101
2015 | 2 4 |45 |6,6667 | 326 | 24,7 | 56 [1,1917| O |3385,9353
2015| 2 5 149 6 347 1253 49| 08 0 | 3213,869
2015| 2 6 |24 8 334 | 249 | 63 |0,8333| 0,4 |3845,5646
2015 | 2 7 16573333 | 336 | 23 |66 0,7708 | 30,1 |3283,4027
2015| 2 8 10873333 | 29,2 | 22,2 | 82 | 0,625 | 36,2 | 2242,7549
2015| 2 9 |57]6,6667| 305 | 219 |74 01583 | 7,1 |3862,0641
2015 | 2 10 | 35 |7,3333| 29,7 | 22 | 8104292 1,6 |3387,1139
2015 | 2 11 | 2,9 | 6,6667 | 31,1 | 224 | 73 | 0,225 2 |3976,3821
2015| 2 12 | 0,3 8 29 | 22,7 |77 0,15 0 ]1646,4155
2015 | 2 13 | 34 6 32,4 | 234 |67 ] 035 0 ]2938,0915
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2015 | 2 14 149 | 73333 | 32,1 | 23,7 | 66 |0,8917| O |3205,6193
2015| 2 15 [ 54 | 73333 | 33 [ 244 |70]0,2083| O ]4065,9509
2015| 2 16 [10,5]|4,6667 | 35 25 |57 10,4625 0 ]4923,9255
2015 | 2 17 110,3|4,6667 | 354 | 23,6 | 52 | 0,7292 | 15,3 | 6815,4765
2015 | 2 18 | 8,2 | 73333 | 334 | 23 |68 |0,4792| 0 |6246,2434
2015| 2 19 | 8,8 4 344 | 23 |55 |2,7375| 0 ]4089,5216
2015| 2 20 | 8,9 |3,3333 | 33,8 | 252 | 59 19167 | 0,2 | 4019,988
2015 | 2 21 | 9 [5,3333| 34,7 | 24,2 | 56 |1,1667 | 0,4 |3573,3226
2015| 2 22 | 7,9 14,6667 | 33,8 | 242 |59 | 0.2 0 |2644,6359
2015| 2 23 194 6 36,1 | 23548 |0,4167| O 0

2015 | 2 24 | 9 6 34,8 | 234 | 54 10,2667 | 0O [2867,3793
2015 | 2 25 | 3,8 |6,6667 | 33,1 | 24,1 | 63 | 0,875 0 | 2857,951
2015| 2 26 | 8,6 | 3,3333 | 35,7 | 22,9 | 53 |0,4125| 0O |4386,5128
2015 | 2 27 | 6,7 |4,6667 | 35 | 231 |55|0,2292| 0 |3261,0105
2015 | 2 28 | 1,7 6 35 | 238 55| 0,65 0 [4662,2904
2015 3 1 |66 |6,6667 | 348 | 23,8 | 61 |0,9042 | 50,6 |3464,8973
2015 3 2 | 718 ]66667 | 32 |21,2|7010333| 0 |35756797
2015| 3 3 12673333304 | 217 |70 0,775 | 0,1 |3561,5373
2015| 3 4 16,3 |6,6667 | 333 | 246 | 62 [1,1917| 0 |3299,9022
2015 3 5 198 6 355|229 |53 |0,8542| 0 [1562,7394
2015| 3 6 |68 8 34,1 | 23,2 | 60 10,9083 | 3,7 [3351,7578
2015| 3 7 141 8 32,2 | 246 | 67 |0,4375| 0 [2177,9354
2015| 3 8 5 6 33,3 | 242 | 53 |0,4083| 0 [4274,5519
2015| 3 9 11973333 | 321 | 242 | 62 10,4042 | 0,2 |750,72775
2015| 3 10 | 43 8 336 | 25 |58 14375 0 [1554,4896
2015| 3 11 | 6,6 6 349 | 254 | 54 | 0,525 0 |2259,2545
2015| 3 12 19,7 |3,3333 | 368 | 24 |51 04167 O | 5456,624
2015| 3 13 | 8,6 | 6,6667 | 36,1 | 24,8 | 59 | 0,625 | 0,2 |4677,6113
2015| 3 14 | 7,4 16,6667 | 355 | 24,9 | 61 |0,8542| 55 |5368,2337
2015 3 15 | 8,9 | 4,6667 | 353 | 24,3 | 63 |0,6167| O ]5896,2181
2015| 3 16 | 7,4 | 4,6667 | 352 | 245 |59 |0,8042| 0 ]4822,5713
2015| 3 17 |53 |6,6667 | 341 | 25 | 62 |0,8583 | 16,8 | 3410,6846
2015| 3 18| 0 8 31,3 | 22,4 | 87 |0,4042 | 1,5 |2494,9618
2015| 3 19 | 31 8 31,7 |1 228 | 72 |1,2875| 0 ]2350,0018
2015| 3 20 | 3 8 31,7 | 23,2 | 69 | 0,375 | 31,5 |2691,7774
2015| 3 21 {31 ]73333| 30 | 21,7 |78(0,3042| 0,3 |3202,0837
2015| 3 22 | 7,7 | 6,6667 | 326 | 219 | 64 |0,4708| 1 |3259,8319
2015| 3 23 |41 8 29,7 | 234 | 77 11,1958 | 0,4 |2783,7032
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2015| 3 24 |56 73333 | 31,2 | 23,3 | 73 {0,9458 | 8,8 |5052,3859
2015 3 25 | 4 173333 | 31,3 | 232 | 75 (12792 0,4 |3421,2914
2015 3 26 |1 49 8 32,2 |1 232 |70 |0,5792| 0 ]4625,7557
2015| 3 27 | 6,7 53333 | 33,7 | 236 | 65(0,6042| 0 ]4512,6162
2015| 3 28 |11 8 31,2 | 236 | 70 | 0,0917 | 12,1 |3308,1519
2015 3 29 | 0 8 28,8 | 21,8 | 94 |0,9417 | 19,2 | 813,19018
2015 3 30 |03 (73333 | 29,2 | 216 | 79 10,2125 0O [3628,7139
2015| 3 31 | 7,1 53333 | 334 | 218 | 70 |0,3792| 0 ]4894,4621
2015 4 1 |78 ]4,6667 | 343 | 225 |66 05125 0 |3296,3666
2015 4 2 |17 8 30 | 22,7 |67 ]0,7125| 0,3 |2466,6769
2015| 4 3 118 8 30 | 238 |68]13333] 1 [3889,1704
2015| 4 4 | 1.7 8 335 | 233 | 6104792 0 [3804,3158
2015| 4 5 | 7473333328 | 23,2 |69 03833 0 [4417,1548
2015| 4 6 |57 8 33,9 | 234 | 63 /08792 0 [4556,2221
2015| 4 7 142 4 32,4 | 245 |62 116208 0O [3316,4017
2015| 4 8 |33 6 32,8 | 245 59 | 0,675 | 0,1 |2840,2729
2015 4 9 | 74 (53333345 | 243 | 5110208 O [4371,1919
2015| 4 10 | 38 | 7,3333| 34,2 | 248 | 53 | 1,45 0 [3755,9958
2015| 4 11 | 24 8 33,2 | 251 | 50 11,9292 | 0,3 |2169,6857
2015| 4 12 | 54 | 7,3333 | 33,1 | 232 | 64 |2,2125| O |3202,0837
2015| 4 13 | 7,5 ]7,3333| 354 | 23,8 | 51 |0,7792| 0 |4189,6972
2015| 4 14 149 6 33,9 | 246 | 55| 0,725 0 [4190,8758
2015| 4 15 | 86 | 7,3333| 34 | 241 |56 |0,8167| 159 | 4312,265
2015| 4 16 | 6,2 | 6,6667 | 32,2 | 22 | 77 |0,6667 | 40,2 |5158,4542
2015| 4 17 141 | 7,3333| 285 | 22,2 |83 | 12 | 27,4 |3001,7324
2015| 4 18 | 7,5 |6,6667 | 33 | 222 |74]04958| 0 |3616,9285
2015| 4 19 | 7,3 | 53333 | 32,8 | 22,3 | 67 |0,5417| O ]1040,6477
2015| 4 20 | 8 8 32,4 | 234 |69 104375 0 [4910,9616
2015| 4 21 |45 (73333 | 31,4 | 236 | 68 | 1,025 | 0,1 |4414,7977
2015| 4 22 | 7,4 17,3333 | 343 | 22,7 | 64 |0,6917| O |3127,8359
2015| 4 23 |39 73333 | 315 | 235 |64 [15167| 0O | 2374,751
2015| 4 24 | 7,1 16,6667 | 358 | 236 | 57 |1,7917| O | 3051,231
2015| 4 25 |26 73333 | 316 | 238 | 66 | 2,25 0 |2641,1003
2015| 4 26 | 55153333 | 353 | 244 |59 | 18 0 |2841,4515
2015| 4 27 | 8,8 | 6,6667 | 35,7 | 24,7 | 54 |2,2625| 0,2 |3917,4553
2015| 4 28 | 0,3 8 32,2 | 24,7 |70 10,9083 | 0O [3284,5812
2015| 4 29 199 6 36,7 | 23,4 | 53 |0,9042| 0 ]4914,4972
2015| 4 30 |16 ]7,3333| 325 | 234 | 60 [1,1667| 0,1 |2763,6681
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2015| 5 1 10473333 313|233 |69 (0,1083| 0 |3543,8592
2015 5 2 |79 ]6,6667| 342 | 216 | 60 0,3583| 0 | 5006,423
2015 5 3 18673333354 | 22 | 5704625 O 0

2015| 5 4 16,2 6 34,8 | 239 | 59 10,4083 | 0O [991,14919
2015| 5 5 | 6,7 73333 | 352 | 239 | 54 |05708| O |2757,7754
2015 5 6 |73 6 355 | 253 |46 |16167| O [4107,1997
2015 5 7 193 (53333 | 36,6 | 23,6 | 48 |2,0458 | 0,2 |4882,6767
2015| 5 8 141 6 32,5 239 |59 13375] 0,1 |2570,3881
2015 5 9 |34 6 34 248 |54 | 16 0,4 [1104,2887
2015 5 10 [ 49 | 73333 | 332 | 23 |63 ]10542| 0,1 |2238,0408
2015| 5 11 | 4,7 | 7,3333| 353 | 23,7 | 51 |1,1958 | O |3447,2192
2015| 5 12 | 4 |7,3333| 34,7 | 23,7 | 56 |0,7083 | 0,1 |1910,4077
2015 5 13 | 1,6 8 322 | 241 |54 | 23 0,1 [1203,2858
2015| 5 14 1 0 8 29,8 | 242 | 73 12,2792 | 0,5 [1253,9628
2015| 5 15 | 6,4 | 6,6667 | 36 | 23,6 | 54 10,9708 | 3,4 |3500,2534
2015 5 16 | 51 8 34,8 | 23561 |0,7167| 0 | 3455,469
2015 5 17 12,5 |7,3333 | 344 | 235 |55 (0,3125| 0 |3388,2924
2015| 5 18 1 05 8 31,9 | 25,6 | 60 11,9083 | 0O [2262,7901
2015| 5 19 | 52 4 356 | 242 | 51 10,9542 | 0,1 |[4094,2358
2015 5 20 1 7,9 6 364 | 25 |54 | 2,05 0 |4189,6972
2015| 5 21 | 55 6 34,2 | 246 | 51 12,0917 0O [4533,8299
2015| 5 22 | 25]5,3333 | 33,2 | 238 | 55[1,1083| 0O |3119,5861
2015 5 23 |15 8 31,8 | 24 |58 |0,7125| 0 ]2041,2252
2015 5 24 19,1 53333 | 37 | 23,7 ]51|05083| 52 |6326,3839
2015| 5 25 | 3.2 6 32,8 | 23,7 | 67 10,1917 0O [2499,6759
2015 5 26 | 7,1 17,3333 | 352 | 238 |59 | 1,175 | 0,2 |4682,3255
2015 5 27 |51 73333 | 31,8 | 242 | 60 |2,0792| 0,1 |2795,4886
2015| 5 28 |39 (73333 | 324 | 24,6 | 61 |0,9417| 0,7 |2126,0798
2015| 5 29 11973333 | 30,8 | 22,4 | 75|0,8167| 0O |2855,5939
20105 5 |30 | 5 6 31,3 |1 22,8 | 75]0,3208 | 1,1 |4253,3382
2015| 5 | 31 |81 |4,6667 | 34,7 | 23,8 | 59 10,8333 | 0,3 |3329,3656
2015| 6 1 4873333 30,4 | 233 |80 0,125 | 3,5 |3464,8973
2015| 6 2 196 6 358 | 231 |57 ]08125| 0 |3766,6026
2015| 6 3 |55 8 33,2 | 236 | 62 | 3,075 0 |3595,7148
2015| 6 4 | 5766667 | 33,1 | 23,6 | 56 |2,7917 | 2,1 |3655,8202
2015| 6 5 5 |7,3333 | 32,8 | 22,2 | 67 |2,1833 | 0,3 |2042,4037
2015| 6 6 |84 [46667| 338 | 22,2 |49 125083| 0 |5026,4581
2015| 6 7 131 8 32,6 | 23,1 | 57 10,6708 0O |3263,3676
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2015| 6 8 |51|73333| 345 | 235 | 54 |1,3375| 0,4 |4259,2309
2015| 6 9 | 5773333 | 34,2 | 238 | 60 |0,7208 | 0,4 | 4940,425

2015| 6 10 | 4,6 6 32,1 | 236 | 65 |0,2542| 0 |3755,9958
2015| 6 11 | 54 | 73333 | 322 | 239 |61 | 055 | 0,2 |3060,6593
2015| 6 12 1 6,5 6 357 | 252 | 47 10,7667 | 0O | 3262,189

2015| 6 13 | 2,7 6 32,8 | 243 | 62 |0,9458 | 0,7 |3263,3676
2015| 6 14 1 6,8 | 6,6667 | 35 | 23,2 |55 ]0,9208| 0,1 |4346,4426
2015| 6 15 | 38 | 7,3333| 346 | 233 |5 | 0,7 0,1 |3388,2924
2015| 6 16 | 6,6 6 352 | 244 |50 |1,0667| O |2573,9237
2015| 6 17 | 6,1 | 6,6667 | 36,1 | 252 | 47 |0,8625| 0O |4506,7236
2015| 6 18 | 4,7 8 354 | 254 | 42 | 0,975 0 [2850,8798
2015| 6 19 | 7,9 | 7,3333 | 35,6 | 24,7 | 51 |2,2208| O |2723,5978
2015| 6 20 | 7,6 | 6,6667 | 348 | 246 | 51 |1,7125| 0O |2553,8886
2015| 6 21 |16 8 32,2 | 248 | 55 12,6333| 0 [3694,7119
2015| 6 22 |45 ]7,3333| 335 | 246 | 49 | 3,775 0 [3206,7978
2015| 6 23 | 4 53333 | 33,6 | 246 |48 |3,6917| 0 ]2760,1325
2015| 6 24 | 7 6 33,8 | 249 | 48 [2,0542| 0 |2479,6408
2015| 6 25 | 38 8 34,7 | 24,7 | 43 12,3583 | 0,7 |1495,5628
2015| 6 26 | 44 8 32 | 22,9 | 53 |2,1625 1785,4828
2015| 6 27 |19 |7,3333 | 32,5 | 23,7 | 52 | 3,4542 837,93945
2015| 6 28 |18 8 30,7 | 245 | 54 13,1458 | 0,5 [1389,4945
2015| 6 29 | 3673333 | 32,7 | 225 |5 | 23 0 [2202,6847
2015 6 [ 30 /09 |73333| 326 | 23,1 | 50 |0,7167| 0O |3784,2807
2015| 7 1 | 6,7 66667 36 |238 |46 12917 0 |3887,9919
2015 | 7 2 |86 53333 | 36,6 | 246 | 43 |1,0958 | 0,3 |4478,4387
2015| 7 3 18953333376 | 245 |41 109625 0O |5067,7069
2015| 7 4 16973333 365 | 24 |41 1375 0 |3876,2065
2015 | 7 5 | 36 8 352 | 258 |46 109125 0O [2980,5188
2015 | 7 6 |21 8 34,9 | 26,2 | 47 11,2583 | 0 | 3859,707

2015| 7 7 |44 (73333359 | 259 |46 |1,0083| 0O |4064,7724
2015 | 7 8 | 7,7 14,6667 | 36,8 | 25,1 | 47 10,2542 0O |5788,9713
2015 | 7 9 5 | 73333351 | 233 |47 09 0,2 |4276,9089
2015 | 7 10 | 6 |7,3333| 344 | 23,4 | 58 |12042| 1,6 |3431,8983
2015 | 7 11 | 4,6 | 53333 | 346 | 22,6 | 47 |15375| 0 | 2502,033

2015 | 7 12 | 3,7 | 7,3333 | 34,6 | 249 |50 |1,7083| 0 |2860,3081
2015 | 7 13 | 9,8 | 4,6667 | 36,4 | 23,1 | 43 |0,8167| 0 |2268,6827
2015 | 7 14 | 52 | 7,3333 | 342 | 236 |46 |19125| 0 |2816,7022
2015 | 7 15 129 6 36 | 26,1 45]0,2958| 0 | 3244511
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2015 | 7 16 | 3,7 | 7,3333| 354 | 26 |47 [1,4625| O | 4538,544

2015 | 7 17 | 7,8 | 6,6667 | 36,3 | 24,6 | 40 |1,3583| 0 | 4360,585

2015 | 7 18 | 2,2 8 329 | 253 |47 ] 23 0 |3400,0778
2015 | 7 19 | 56 |4,6667 | 344 | 23 |51 | 0,8 0,1 | 4617,506

2015 | 7 20 | 53 (73333 | 351 | 235 |53|0,5917| 0 |3770,1382
2015| 7 21 |58 ]7,3333 | 358 | 238 5| 1,05 | 0,1 |3889,1704
2015| 7 22 128 8 34 24 |59 12,7083 0 ]1269,2838
2015 | 7 23 | 2,4 73333 | 323 | 24,2 | 53 |1,8417| 0O ]1926,9072
2015 | 7 24 |55 (73333 | 351 | 21,3 |48 |1,7125| 0 |2154,3647
2015 | 7 25 | 6,5 (53333 | 35 |218 |42 (24833 0 ]4111,9138
2015 | 7 26 | 41 6 34 | 242 |44 12,9875 0 ]2962,8407
2015 | 7 27 | 31 8 33 | 254 |48 (28542 0 |3106,6222
2015| 7 28 | 7,6 | 7,3333 | 33,3 | 252 | 54 |3,4417| 2,3 |2952,2339
2015 | 7 29 | 3573333 | 30,6 | 22,6 | 62 |3,6667 | 3,9 |3506,1461
2015 | 7 30 | 38 8 32,8 | 21,9 | 60 11,9333 0 [3120,7646
2015| 7 31 | 7,5 |7,6667 | 345 | 22,2 | 48 |3,4292| 0 [1971,6916
2015| 8 1 168 8 354 | 249 | 47 |2,1333| 0 ]4456,0465
2015| 8 2 181 6 36,2 | 251 | 42 12,8792 0O [3809,0299
2015| 8 3 7 | 46667 | 354 | 25 |42 | 2,925 0 [3185,5841
2015| 8 4 141 6 36,5 | 25,7 |45 2,2208| 0 ]2603,3871
2015| 8 5 |55 6 354 | 26,3 | 44 12,6625 0O | 2827,309

2015| 8 6 |79 53333 | 36,4 | 252 | 39 |2,6833| 0O |4563,2933
2015| 8 7 129 8 33,3 | 248 | 47 |3,7958| 0 ]2392,4291
2015| 8 8 2 8 348 | 256 |49 095 | 0,4 |2803,7383
2015| 8 9 |13 8 32,8 | 23,4 | 50 10,3708 | 0O |744,83506
2015| 8 10 | 6,1 | 53333 | 36,1 | 23,6 | 45 ]0,8375| 0 |1767,8047
2015| 8 11 | 2,6 | 7,3333 | 353 | 242 |48 10,9458 | 0 |3361,1861
2015| 8 12 | 4,1 | 6,6667 | 345 | 254 | 45 |1,4667| O |2740,0973
2015| 8 13 | 55 |7,3333| 36,6 | 254 | 37 |2,1583| 0 |2790,7744
2015 8 14 | 3,7 | 7,3333 | 33,2 | 26,1 | 52 |4,2542| 2,9 ]2998,1968
2015| 8 15 | 7 |538333| 329 | 22 |59 |26167| 05 |2418,3569
2015| 8 16 | 1,7 8 325 [ 222 |54 | 29 0 [1850,3023
2015| 8 17 | 9,2 | 6,6667 | 345 | 257 |41 | 39 0 |4531,4728
2015| 8 18 [ 9,5 |3,3333 | 36,8 | 24,7 | 43 |2,2833| 0 |38,891704
2015| 8 19 1 43 6 345 | 23,7 |49 12,3875 0 [2817,8808
2015| 8 20 | 7,7 | 7,3333 | 35,8 | 23,8 | 38 [4,2792| 0 |3459,0046
2015| 8 21 | 3,2 8 336 | 27 |36 [3,1417| 0 |2542,1032
2015| 8 22 | 57 17,3333 | 357 | 26,5 | 38 | 3,575 0 |3779,5665
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2015| 8 23 | 715 8 37,2 | 26,2 | 35 13,2875 0 [4661,1118
2015| 8 24 | 1,2 6 358 | 26,8 | 39 | 3,525 0 |4357,0494
2015| 8 25 | 4,2 6 32,5 | 268 | 52 |2,5875| 0,4 |1799,6252
2015| 8 26 | 3 8 341 | 25 | 45108875 0 [1376,5306
2015| 8 27 | 2,6 |7,3333| 36,2 | 253 | 46 |1,0917| 0O |3922,1694
2015| 8 28 | 7,5 6 374 | 255 42 |1,67/92| 0,3 |4114,2709
2015| 8 29 | 4,4 173333 | 36,2 | 251 | 42 | 2,975 0 |3978,7392
2015| 8 30 | 1 8 31,4 | 259 | 50 |2,4083| 0O |3057,1237
2015 8 |31 |11 8 33,7 | 248 |45 | 2,6 0 |2922,7705
2015 9 1 |57 (73333 | 364 | 255 | 38 |2,5625| 0,2 |4018,8094
2015| 9 2 |41 73333 | 336 | 252 | 47 | 2,975 0 [3299,9022
2015| 9 3 |68 66667 | 36,7 | 243 | 37 |1,9542| 0 |4433,6543
2015 9 4 166 6 37,2 | 252 | 37 |14875| 0 | 5118,384
2015| 9 5 | 3673333 | 354 | 253 | 41 |1,4875| 0,7 |4440,7255
2015| 9 6 105 8 33,1 | 234 | 74 11,2458 | 0O |768,40579
2015 9 7 15873333 | 364 | 234 | 47 10,9667 | 0O |2642,2788
2015 9 8 |79 8 36,8 | 23,6 | 53 |1,2083| 1,1 |4570,3645
2015| 9 9 |35 |6,6667 | 36,6 | 246 | 43 |1,1167| O |3932,7763
2015| 9 10 | 3 |7,3333| 36,8 | 25 |42 |0,5917| 0,2 |4234,4816
2015 9 11 [ 25 8 336 | 231 |54 18958 | 0 ]1383,6018
2015| 9 12 110,1]5,3333| 384 | 23,539 ]1,6083| O 0
2015| 9 13 | 10 | 3,3333 | 38,1 | 23,7 | 32 | 1,675 0 0
2015 9 14 16,2 6 36,8 | 251 | 34 |16667| O 0
2015 9 15 | 43 4 353 | 25,7 |38 1,4333| 0 |208,60096
2015| 9 16 | 53 4 36,7 | 25540 09125| 0 [3176,1558
2015 9 17 | 7,4 | 7,3333 | 36,6 | 252 | 39 |0,5958| O ]4300,4797
2015 9 18 | 8,1 | 7,3333 | 37,7 | 25,7 | 44 10,9417 0O ]4518,5089
2015| 9 19 | 54 | 73333 | 36,9 | 26,2 | 47 |1,8333| 0 | 4441,904
2015| 9 20 | 2 |7,3333| 356 | 26,7 | 38 [1,4708| 0O |3837,3148
2015 9 21 | 8,5 | 4,6667 | 383 | 25,8 | 36 [1,4583| 0 |2839,0944
2015 9 22 16,2 153333 | 382 | 27 |31 |15333| 0 [4745,9665
2015| 9 23 | 5 |7,3333| 379|268 |37 |11167| 0O |4986,3879
2015 9 24 | 8,8 | 6,6667 | 39,2 | 25,6 | 35 [0,7542| 0 |4664,6474
2015 9 25 | 7 15,3333 | 38,6 | 25,2 |38 |0,4708| O 0
2015| 9 26 | 6,6 6 36,8 | 25,8 | 35 |1,0958| 0O [2514,9969
2015| 9 27 | 7,1 | 6,6667 | 36,4 | 26,9 | 37 | 0,875 0 [3918,6338
2015 9 28 | 9,7 13,3333 | 39,2 | 248 | 31 | 0,725 0 0
2015| 9 29 | 8 |5,3333| 385 | 25,7 |34 ]0,7667| O | 1871516
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2015| 9 30 | 65 6 35 | 243 5013042 | 7,6 |3829,0651
2015| 10 1 119 6 329 | 236 | 83 |0,2375| 6,8 |967,57846
2015| 10 2 13873333 | 352 | 225 |62 0425 0 |581,01849
2015 | 10 3 129 6 33,6 | 23,9 | 59 |0,5208 | 0,2 | 4004,667
2015| 10 | 4 | 6,7 |7,3333| 37,3 | 25,7 | 41 |0,6833 | 0,3 |4920,3899
2015| 10 5 169 6 37,6 | 253 3809458 | 0 |1618,1306
2015| 10 6 |49 (53333374 | 256 | 3809958 | 0 |1763,0906
2015 | 10 7 158 8 37,5 | 243 | 40 10,8208 | 0O [4604,5421
2015| 10 8 | 5273333 376 | 255 |44 10,3667 | 0O 40459158
2015| 10 9 148 [73333| 36,3 | 26,6 | 43 |0,5708| 0,2 |4862,6416
2015| 10 | 10 | 7 6 36,8 | 254 | 57 |0,6667 | 2 [3702,9617
2015| 10 | 11 | 6,6 |5,3333| 34,2 | 22,4 | 64 |0,4833| 2,6 |3561,5373
2015 10 | 12 | 2 8 316 | 22,6 | 68 |0,6917| 0O |3393,0066
2015| 10 | 13 |57 |7,3333| 36 | 236 |56 (10333 | 4,6 |3787,8163
2015| 10 | 14 | 6,1 | 6,6667 | 354 | 23,8 | 63 |0,6208 | 2,8 |4564,4718
2015 10 | 15 | 24 73333 | 31,1 | 231 | 76 |0,2833| 1,3 [3904,4914
2015 10 [ 16 |35 |73333| 321 | 23 |64 ]12917| 1,1 |4009,3812
2015| 10 | 17 | 24 6 336 | 233 | 570825 | 0,1 | 2987,59
2015| 10 | 18 | 0,4 |7,3333| 326 | 248 |53 | 038 0 [2684,7061
2015| 10 [ 19 | 95 |3,3333| 37,2 | 23,6 | 44 11,0042 0O |2565,6739
2015| 10 | 20 | 9,4 |3,3333| 385 | 244 |39 ]16792| O 0
2015| 10 | 21 | 8,9 |6,6667 | 385 | 246 | 35]1,2083| O 0
2015| 10 | 22 | 8,6 | 53333 | 364 | 244 |46 | 05 0 |3235,0827
2015 10 | 23 | 51 4 36,4 | 26,4 | 46 |0,9083| 0 ]1824,3745
2015| 10 | 24 | 65 |6,6667 | 36,7 | 25 |49 [1,0583| 0,4 |513,84191
2015| 10 | 25 | 49 |6,6667 | 353 | 249 | 58 |0,9667| 0O [5380,0191
2015| 10 | 26 | 6,4 | 53333 | 37,2 | 245 |47 | 09 0 | 4360,585
2015| 10 | 27 | 438 6 356 | 252 | 44 11,1625| 0O [4114,2709
2015| 10 | 28 | 4,2 | 6,6667 | 36,4 | 26,3 | 49 |1,5667 | 0O |2291,0749
2015| 10 | 29 | 7,6 | 4,6667 | 37,2 | 243 | 44 113833| O 0
2015| 10 | 30 | 8,7 | 4,6667 | 373 | 248 | 48 |1,4083| 0O [1790,1969
2015| 10 | 31 | 56 8 352 | 257 | 57| 215 0 0
2015| 11 1 12973333 | 345 | 26,2 | 55 |2,5833| 5,3 |4162,5909
2015| 11 2 111(73333|304 | 221 |80 1,1042| 0,9 |3197,3695
2015 | 11 3 169 8 335 | 226 | 63| 1,35 | 6,6 [3363,5432
2015| 11 | 4 |46 [73333| 319 | 24 | 7215833 17,4 |3912,7412
2015| 11 5 |11 ]7,3333| 288 | 23,1 | 87 |0,7833 | 23,3 | 2833,2017
2015| 11 6 6 153333 | 34 23 |70 ]1,0625| 25 |3611,0358
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2015| 11 7 0 8 28,8 | 22,5 | 88 11,3208 | 6,2 |2454,8915
2015| 11 8 |56 [6,6667 | 33,7 | 224 |63 |0,8208| 0 |3609,8573
2015| 11 9 141 6 342 | 225 |5 | 16 0 ]2992,3042
2015| 11 | 10 |10,4|5,3333 | 36,6 | 24,3 | 46 |1,2792| 0 ]5293,9859
2015| 11 | 11 | 56 6 352 | 258 | 46 11,4833 | 0 | 3150,228
2015 11 | 12 | 56 |7,3333| 348 | 253 | 52 |1,7208| 0O ]2399,5003
2015 11 | 13 | 64 6 349 | 249 |48 |1,3583| 0 |603,41068
2015| 11 | 14 | 42 |6,6667 | 353 | 252 | 45 |1,7125| O |2498,4974
2015 11 | 15 | 38 |7,3333| 345 | 254 |50 |1,7375| 0 ]2599,8515
2015| 11 | 16 | 6 8 359 | 25 |46 13792 0,1 |4133,1275
2015 11 | 17 | 23 |7,3333| 328 | 244 |62 | 1,775 | 1,8 |2307,5745
2015| 11 | 18 | 29 6 32,2 | 22,8 | 67 10,9542 0 [2354,7159
2015 11 | 19 | 7 [5,3333| 33,6 | 23,2 |61 |2,3833| O 1970,513
2015| 11 | 20 | 6,9 |5,3333 | 35,6 | 25,1 | 57 |1,8958 | 39,5 |4428,9401
2015| 11 | 21 | 6,1 |6,6667 | 323 | 21,2 | 71 |1,4167| 0,1 |3942,2046
2015| 11 | 22 | 6,4 | 53333 | 344 | 223 | 62 | 0,875 0 ]4893,2835
2015 11 | 23 | 3,3 6 33,5 | 251 |60 |0,9958 | 1,6 |4051,8085
2015| 11 | 24 |54 73333 | 323 | 234 |66 08375 O 1632,273
2015| 11 | 25 | 56 |[5,3333| 32,8 | 23,7 | 64 |1,0333| 1,1 |1418,9579
2015| 11 | 26 | 5,9 |5,3333 | 34,3 | 23,7 | 67 | 0,55 0 |2253,3618
2015| 11 | 27 | 6,9 6 348 | 241 |62 11375 O 0
2015| 11 | 28 | 8,1 |5,3333| 355 | 242 | 61 |2,1667 | 3,4 |2133,1511
2015 11 | 29 | 55 (53333 | 329 | 229 | 70 |1,4333| 0 [3348,2222
2015 11 | 30 |13 ]7,3333| 31,9 | 23,3 | 69 | 1,425 0 ]2161,4359
2015 | 12 1 2 8 31,7 | 248 | 62 |2,0792| 0 | 2227,434
2015| 12 2 5 6 34 25 |48 | 2,375 0 |1447,2428
2015| 12 3 | 2,7]6,6667 | 325 | 228 | 5415708 0 [1149,0731
2015 | 12 4 |18 |73333] 322 | 23 |59 [13708| 0 |2623,4222
2015 | 12 5 | 7,7 153333 | 346 | 235 (59 |0,9333| 0 |2353,5374
2015| 12 6 |87[33333]|365 | 24 |49 0975 0 0
2015| 12 7 |47 4 347 | 24 |52 12583 0 [1789,0184
2015 | 12 8 |68 46667 | 348 | 239 |47 |1,8125| O |1852,6594
2015| 12 9 18253333 36 | 23849 11167 0O |3337,6153
2015| 12 | 10 | 6,9 | 53333 | 354 | 2455 | 47 |1,9042| 0O ]945,18627
2015| 12 | 11 | 7,9 |3,3333| 36,8 | 24,4 | 39 |2,1083| O 0
2015| 12 | 12 |86 [3,3333| 37,1 | 21,8 | 43 16458 | 0 |2266,3257
2015| 12 | 13 | 3,5 | 6,6667 | 34,8 | 22,6 | 48 [1,2458| 0 | 2875,629
2015| 12 | 14 | 56 | 6,6667 | 358 | 254 | 47 [1,2667| O |3975,2036
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2015| 12 | 15 | 3,8 | 6,6667 | 32,2 | 253 | 70 |1,3375| 0,6 |3231,5471
2015 12 | 16 | 51 6 344 | 246 | 56 |0,7708| 0 |2854,4154
2015 12 | 17 | 09 8 334 | 25 |51 |1,7167| O |2220,3628
2015| 12 | 18 | 08 |7,3333| 32,4 | 259 | 57 |1,3708| O |2496,1403
2015 12 | 19 | 29 6 33,7 | 244 | 58 |18167| 0O [2536,2105
2015 12 | 20 | 6,5 [3,3333 | 358 | 22,7 | 46 |[1,8917| 0O |2621,0652
2015 12 | 21 |59 |3,3333 | 355 | 21,9 | 42 [2,2875| O 0
2015| 12 | 22 | 7,3 33333 | 359 | 23,7 45| 18 0 |2419,5354
2015| 12 | 23 |83 (33333 | 379 | 24 |41 14417 0O [3199,7266
2015 12 | 24 | 7,7 2 382 | 23340 ] 15 0 0
2015| 12 | 25 | 4,4 | 6,6667 | 358 | 23,3 | 43 [1,3792| 0 |2730,6691
2015| 12 | 26 | 7,1 |3,3333| 37,7 | 24 |42 15083 | 0 |5915,0747
2015 12 | 27 | 8,2 2 379 | 252 40 |19167| 0O |6461,9156
2015| 12 | 28 | 52 |5,3333| 36,2 | 258 | 40 [1,5958 | O |3688,8192
2015| 12 | 29 | 6,8 | 4,6667 | 36,4 | 24,6 | 44 | 1,575 0 [3354,1149
2015| 12 | 30 | 2,6 | 6,6667 | 34,7 | 25,7 | 46 [0,9917| 0O [947,54334
2015 12 | 31 | 6 |4,6667| 369 | 26 |39 30042 0O |1863,2662
2016 | 1 1 4 6 37 | 258 |43 [2,3417| 0 |2658,7783
2016 | 1 2 103 8 338 | 248 | 52 10,8042 0 [2414,8213
2016 | 1 3 169 6 37,2 1231 |48 |1,1125| 0 |4556,2221
2016 | 1 4 |38 8 356 [ 23149 | 172 0 [2021,1901
2016 | 1 5 |48 |6,6667 | 357 | 26 | 58 |0,9083 | 19,6 | 2763,6681
2016 | 1 6 |63[66667 | 33 | 232 |77 12333| 59 |3818,4582
2016 | 1 7 | 7,8]6,6667 | 352 | 23,2 | 63 |1,1208 | 12,6 | 5408,304
2016 | 1 8 11573333 | 316 | 236 | 0 |0,5042| 12,2 | 2063,6174
2016 | 1 9 166[53333[343 | 23 | 7109792 0 |2408,9286
2016 | 1 10 | 6 6 339 | 248 | 64 |16667| 0O |3739,4963
2016 | 1 11 | 3,9 | 6,6667 | 344 | 249 | 53 |3,0792| 0 |2430,1422
2016 | 1 12 1 7.3 6 351 | 248 | 57 |1,1292| 0O |5567,4064
2016 | 1 13 | 8,5 |6,6667 | 351 | 25 |49 |2,0625| O | 5166,704
2016 | 1 14 | 7,7 | 6,6667 | 35 | 26,6 | 52 |2,0333| 0 |5668,7605
2016 | 1 15 | 85 6 357 | 26,4 | 57 |1,4167| O 1823,196
2016 | 1 16 | 8,7 | 3,3333 | 359 | 245 |53 ]0,9083| 0 | 2972269
2016 | 1 17 | 6,6 | 46667 | 339 | 248 | 61 |14042| 0 |3809,0299
2016 | 1 18 | 7,9 | 4,6667 | 36,9 | 255 | 53 | 1,875 0 [4055,3441
2016 | 1 19 | 7,9 | 53333 | 36 | 26,7 |53 24542 0 |3753,6387
2016 | 1 20 | 7,1 | 6,6667 | 358 | 27,2 | 48 |1,2917| O |4834,3567
2016 | 1 21 | 48 |6,6667 | 358 | 27 |55 ]12167| 0O | 3714,747
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2016 | 1 22 | 7,6 | 6,6667 | 366 | 26 |52 (0,9292| 0O |4577,4357
2016 | 1 23 168 (33333 | 375 | 26 |46 | 1,075 0 |6147,2463
2016 | 1 24 1 7,5 4 374 | 26,2 | 48 |1,9333| 2,2 |3771,3168
2016 | 1 25 | 45 6 348 | 226 |68 | 16 0,1 | 3747,746
2016 | 1 26 | 7 |4,6667 | 356 | 22,8 | 54 |0,8625| 0 |2797,8456
2016 | 1 27 19,6 2 37,2 | 253 |43 | 1,05 0 0
2016 | 1 28 |1 9,3 2 36,9 | 22,9 |44 10,7792 O 0
2016 | 1 29 | 7,8 | 4,6667 | 36,3 | 22,9 | 53 |1,5583 | 0 |2524,4252
2016 | 1 30 |84 (33333361 | 25 | 531998 | 0 |4888,5694
2016 | 1 31 | 8,4 (53333 | 36,3 | 253 | 50 |1,7375| 0 [2119,0086
2016 | 2 1 18953333 | 369|272 |45]13583| O 0
2016 | 2 2 |87 2 375 | 228 | 44 11,2333 0 |[2777,8105
2016 | 2 3 189 2 37,2 1228 44| 115 0 |5213,8454
2016 | 2 4 11953333 | 343 | 26,8 | 50 |1,8125| 0,4 |2854,4154
2016 | 2 5 |22 73333 | 324 | 238 | 7218625 0O |2095,4379
2016 | 2 6 | 55[53333| 332 | 241 6613417 0 25951374
2016 | 2 7 121[73333| 335|246 |54 15708 0 |2281,6467
2016 | 2 8 1 8 31,4 | 253 | 64 | 1,275 0 ]2635,2076
2016 | 2 9 |34 8 345 | 252 | 59 |1,5667| 0,3 [3371,7929
2016 | 2 10 [ 3,2 | 7,3333 | 325 | 241 | 66 |1,5167| 0,3 |2529,1393
2016 | 2 11 10,1 |4,6667 | 383 | 24,1 | 45 |1,3833| 0 |5989,3225
2016 | 2 12 | 7,2 | 7,3333| 36,9 | 25,2 | 46 |1,1167| 0O |3017,0534
2016 | 2 13 | 4,7 | 7,3333 | 358 | 24,6 | 51 |0,7292| 0 ]2949,8768
2016 | 2 14 |19 | 6,6667 | 345 | 248 | 47 |0,6542| 0 ]1693,5569
2016 | 2 15 1 04 8 32,7 | 26 |56 14292 0 [1185,6077
2016 | 2 16 | 8,2 4 38 | 254 42118333 0 |2558,6027
2016 | 2 17 | 5,8 | 6,6667 | 36,3 | 26,4 | 45 |1,4/08 | 0,9 |3871,4924
2016 | 2 18 | 6,6 | 7,3333 | 354 | 24,9 | 58 | 0,9792 3182,0485
2016 | 2 19 | 8,5 [5,3333| 37,3 | 25,5 | 48 |1,0833 4293,4084
2016 | 2 20 11,1 173333 | 34 | 268 |52 11125 2951,0554
2016 | 2 21 1 0,6 8 33,8 | 27,4 | 54 |1,8417| 2,4 |1918,6574
2016 | 2 22 | 3,7 | 73333 | 34,6 | 242 | 72 |1,0417| 0 | 2923,949
2016 | 2 23 | 8 [53333 ] 36,8 | 24,2 | 55 |15167| 0 |3495,5392
2016 | 2 24 | 7,2 14,6667 | 37,2 | 252 | 50 |1,0292| O |5361,1625
2016 | 2 25 | 2,8 8 34,2 | 26,8 | 67 |1,3875| 0,3 |[2370,0369
2016 | 2 26 | 1,8 6 34 25 |66 (09167 | 0 ]3909,2055
2016 | 2 27 | 8,2 4 36,6 | 251 | 52 14542 | 0 |3444,8622
2016 | 2 28 | 49 |6,6667 | 36,2 | 26 |54 (14458 | 0 ]5273,9508
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2016 | 2 29 | 54 6 358 | 276 |51 | 1,425 | 0,9 |4087,1646
2016 | 3 1 11566667 | 344 | 27,8 |61 |1,7375| 7,5 |3363,5432
2016 | 3 2 0 [73333] 304 | 25 |90 ]0,2958| 13,1 |1525,0262
2016 | 3 3 |36 73333 | 324 | 245 |70 |1,0083| 0,5 |2757,7754
2016 | 3 4 101 8 30,8 | 24,7 | 87 10,5417 | 14,1 | 2350,0018
2016 | 3 5 5 153333 | 334 | 232 |72 |0,6833| 4 ]4094,2358
2016 | 3 6 5 |7,3333| 34 24 |61 |1,4083| 24,2 |4266,3021
2016 | 3 7 144 4 343 [ 232 70| 16 6,5 [3969,3109
2016 | 3 8 |43 (53333312 | 232 | 7314083 | 1,1 |3744,2104
2016 | 3 9 14853333338 | 236 |73 0,75 | 0,6 |3909,2055
2016 | 3 10 | 5 |33333| 35 [249 |62 |1,0417| 0O |3883,2777
2016 | 3 11 | 58 |4,6667 | 35 | 253 |61 |1,4417| 0 |3589,8222
2016 | 3 12 | 44 6 343 | 255 | 64 |1,1042| 0 |3682,9265
2016 | 3 131 0 8 32,2 | 248 | 78 |1,7417| 0 |2169,6857
2016 | 3 14 152 | 7,3333 | 33,6 | 23,4 | 66 1 4,2 | 342247

2016 | 3 15 | 0,1 | 53333 | 30,2 | 238 | 78 |0,7042| 0 | 2212,113

2016 | 3 16 | 2,7 | 7,3333 | 356 | 246 |62 |10917| 0O ]2271,0398
2016 | 3 17 1 53 8 34,7 | 251 | 51 |1,9583| 0O | 3569,787

2016 | 3 18 | 5,8 | 53333 | 34,8 | 248 | 60 | 0,85 0 [3843,2075
2016 | 3 19 | 3,9 | 6,6667 | 355 | 248 | 53 |1,0/08| 0 |3700,6046
2016 | 3 20 | 7,5 ]5,3333| 369 | 26 |48 | 2,025 | 3,8 |4740,0738
2016 | 3 21 | 24 6 344 | 242 |70 11,6208 0O |2786,0603
2016 | 3 22 | 3,2 8 335|248 | 60 13667 0O |2637,5647
2016 | 3 23 | 2,7 6 31,3 | 252 | 69 |2,0167| 0,1 |2346,4662
2016 | 3 24 | 10 2 37,4 | 242 | 48 11,8458 | 0 |3566,2514
2016 | 3 25 |1 9,8 |3,3333 | 381 | 243 |45 |1,0/08| 0O |883,90237
2016 | 3 26 | 6,4 | 3,3333 | 36,6 | 244 |49 |1,1917| O |3303,4378
2016 | 3 27 | 6 |4,6667 | 36,9 | 242 |48 | 1,75 0 | 4309,908

2016 | 3 28 | 55 |6,6667 | 36,8 | 25,6 | 56 | 1,7875|119,8 | 3950,4543
2016 | 3 29 11353333339 | 23 | 78(0,8708| 0,4 |4308,7294
2016 3 | 30 | 2,6 6 344 | 23,4 | 66 |0,9208 | 0,3 |4332,3001
2016 | 3 31 109 (73333 31 | 242 |79 (0,8583| 0,7 |2094,2593
2016 | 4 1 16153333 | 345 | 243 | 65 [1,0125| 13,4 |3032,3744
2016 | 4 2 109 8 325 | 24 881025 | 0,2 |2142,5793
2016 | 4 3 |47 53333 | 344 | 23,7 | 69 | 0,825 | 27 |4262,7665
2016 | 4 4 13273333 | 30,3 | 22,2 | 83 |1,0542 | 3,7 |2682,3491
2016 | 4 5 |64 6 34 | 22,2 |67 ]0,7375| 15 |3741,8534
2016 | 4 6 |42 66667 | 321 | 23 |74 0,7333] 0 [2934,5559
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2016 | 4 7 |55 |6,6667 | 349 | 23,7 | 63 /10,8583 | 0O |2859,1295
2016 | 4 8 |42 6 343 | 248 | 61 |0,7/08| 1,2 |3383,5783
2016 | 4 9 104 [73333|308 | 24,7 | 7512542 0O |1875,0516
2016 | 4 10 | 0,3 8 30,7 | 243 | 71 10,9875] 0,1 |2555,0671
2016 | 4 11 | 41 | 7,3333 | 34,6 | 246 | 68 |1,0333| 64 | 3763,067
2016 | 4 12 |11 8 303 |1 21,7 91| 095 | 2,2 |2161,4359
2016 | 4 13 12,8 |7,3333| 298 | 21,8 | 79 |0,5167| 1,8 |2800,2027
2016 | 4 14 | 7,9 |6,6667 | 336 | 232 |70 | 0,7 0 [3594,5363
2016 | 4 15 | 6,6 | 7,3333 | 32,8 | 23,6 | 68 |0,9208| O |3540,3236
2016 | 4 16 | 9,7 | 53333 | 36,3 | 252 | 61 |1,3167| 7,1 |4074,2007
2016 | 4 17 13,1 73333 | 33 | 235 |77]0,7292| 0,9 | 2809,631
2016 | 4 18 | 8,8 | 53333 | 34,6 | 235 |69 | 0,775 0 |4717,6816
2016 | 4 19 |10,4|4,6667 | 36 | 238 |58 |1,1875| 0 | 5715902
2016 | 4 20 | 57 8 355 | 249 | 62 11,4417 | 12,5 |3190,2983
2016 | 4 21 | 6,1 |53333| 346 | 233 | 67 |0,7792| 0 |4786,0367
2016 | 4 22 1 0 8 319 | 236 | 86 |1,2583| 4,4 |841,47506
2016 | 4 23 | 5153333 | 32,7 | 22,3 | 7305917 0 |4157,8767
2016 | 4 24 106 |7,3333| 30,3 | 22,6 | 82 |0,5667 | 0,6 |3899,7773
2016 | 4 25 | 88 6 338 | 238 | 64| 0,95 0 [4269,8377
2016 | 4 26 | 6,1 |7,3333 | 33,8 | 238 |68 | 0975 | 16 |4769,5372
2016 | 4 27 |58 |7,3333| 32,2 | 23,4 | 76 |1,9125| 25,5 | 3752,4602
2016 | 4 28 | 0 8 29,9 | 23,2 | 85 1,0583| 3,1 |1991,7267
2016 | 4 29 12,2 73333 | 32 | 23470 ]0,7625| 0,6 |4248,6241
2016 | 4 | 30 | 25 8 33,1 | 236 | 60 |1,8833| 0 |4268,6592
2016 | 5 1 3 | 73333 | 335 | 242 | 64 |1,0417| 0O |4456,0465
2016 | 5 2 | 64[66667| 354 | 24 |59 11125 0 |5629,8688
2016 | 5 3 | 71]6,6667| 342 | 241 |70 155 1 141213421
2016 | 5 4 |86 |66667 | 348 | 23,6 | 68 |0,6583| 0 |3192,6554
2016 | 5 5 |97 53333 | 349 | 23,7 | 58 |2,2917| 0O |5741,8298
2016 | 5 6 |64 [73333| 356 | 24,7 | 65 |2,0083| 16,6 | 3118,4076
2016 | 5 7 |46 |6,6667 | 32,2 | 23,1 | 78 | 0,6083 | 14,3 | 5105,4201
2016 | 5 8 |64 66667 | 31,7 | 222 | 76 |1,0958 | 16,5 | 3422,47

2016 | 5 9 5 | 73333 ] 31,8 | 223 |80 [11125| O | 3908,027
2016 | 5 10 | 4,5 8 31 225 |76 | 1375 0 ]4195,5899
2016 | 5 11 | 6,8 6 34 24 | 71]0,9167| 0 | 5715,902
2016 | 5 12 | 7,6 | 7,3333| 33,6 | 234 | 65 |1,1167| 0O | 3633,428
2016 | 5 13 |29 | 73333 | 324 | 238 | 73 | 0,675 0 12160,2574
2016 | 5 14 | 4,4 16,6667 | 341 | 23,6 | 58 |1,9375| 0,3 |2481,9979
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2016 | 5 15 1 9,3 | 6,6667 | 34,2 | 23,8 | 60 | 2,025 0 [4150,8055
2016 | 5 16 | 4 6 33,6 | 238 | 60 |1,9375| 0 |3507,3246
2016 | 5 17 | 6,1 | 53333 | 349 | 242 | 67 19958 | 7,1 |5143,1333
2016 | 5 18 | 35 8 332 | 245 | 60 |15583| 0 | 4602,185

2016 | 5 19 | 3,6 6 33 25 | 67 [1,1167| O |4430,1187
2016 | 5 20 | 4,8 | 6,6667 | 345 | 25 |57 10625 O |2841,4515
2016 | 5 21 14,9 6 324 | 252 | 60 |2,8208 | 0,1 |3402,4349
2016 | 5 22 | 96 | 73333 | 36,4 | 255 | 47 | 2,275 0 [3162,0134
2016 | 5 23 | 4,1 17,3333 | 345 | 255 | 51 |2,6167| 3,4 |3140,7998
2016 | 5 24 11,2 8 31,4 | 23,1 | 81 |1,9208| 0,4 |2549,1744
2016 | 5 25 | 8,4 (53333 | 358 | 22,2 |59 [1,8292| O |4608,0777
2016 | 5 26 |44 173333 | 321|224 |68 1,05 0 [2909,8066
2016 | 5 27 | 7 53333 | 344 | 22,8 | 62 |1,9667| 3,6 |4338,1928
2016 | 5 28 | 0,3 8 28,1 | 23 |84 |2,2625| 2,7 |2397,1432
2016 | 5 29 139 (73333 | 324 | 23,2 | 68 |{0,8208 | 0,1 |3981,0963
2016 | 5 |30 | 7553333 | 356 | 23,2 | 67 |0,9333| 6 | 5924,503

2006 5 [ 31 |21 8 30,3 | 23586 |2,1208| 0,9 | 3600,429

2016 | 6 1 143 6 32,3 | 22 |72 0,7208| 0O [4265,1236
2016 | 6 2 |48 6 334 | 22,4 |62 109625 0O | 3437,791

2016 | 6 3 13673333 | 333 | 226 |68 06417 | 12,3 |3620,4641
2016 | 6 4 191 |53333] 326 | 216 |66 | 0,9 0 [3506,1461
2016 | 6 5 | 11 | 33333 | 353 | 216 | 60 |09792| 0O |2327,6096
2016 | 6 6 [19(73333| 331 | 235 |67 | 0525 0 | 3295,188

2016 | 6 7 153[73333| 316 | 229 7009042 | 0,6 |4253,3382
2016 | 6 8 | 7553333 | 34 23 |60| 21 0 [3984,6319
2016 | 6 9 | 7,2]6,6667 | 33,4 | 23,6 | 58 2 0,7 [4969,8884
2016 | 6 10 | 4,3 6 339 | 23566 | 1075 | 01 |[4179,0904
2016 | 6 11 | 94 | 4,6667 | 34 | 23,7 |52 (23958 | 0 | 3536,788

2016 | 6 12 16,8 | 53333 33 | 23,859 [1,8625| 0 |3435,4339
2016 | 6 13 | 0 | 73333 | 29,7 | 23,8 | 70 | 3,0667| 0,9 |3387,1139
2016 | 6 14 | 6,2 | 6,6667 | 351 | 235 | 54 | 2,475 0 |4543,2582
2016 | 6 15 16,3 | 53333 | 334 | 23,8 | 50 [2,6958 | 3 |4965,1742
2016 | 6 16 | 9,7 6 323 1216 | 61 |2,8417| 0O |4175,5548
2016 | 6 17 | 73 6 33,5 | 22,3 48 [1,9292| 0,1 |4207,3753
2016 | 6 18 | 2,6 | 7,3333 | 32,5 | 234 | 61 |2,0625| 0,5 |3037,0885
2016 | 6 19 141 73333 33 | 233 |60 |3,6833| 0,9 | 2923,949

2016 | 6 20 | 3,3 17,3333 | 31,2 | 222 | 65 (2,8792| 0 | 3796,066

2016| 6 21 | 3,7 173333 | 328 | 22,2 | 56 |2,3042| 0 | 2809,631
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2016 | 6 22 | 9,2 | 4,6667 | 34,7 | 24,3 | 46 |2,5375| 0 |3668,7841
2016 | 6 23 | 48 | 7,3333 | 32,8 | 24,6 | 55 |1,7042| 1,1 |3496,7178
2016 | 6 24 | 5,6 | 6,6667 | 34 | 24,7 |57 (22708 0,1 | 4246,267
2016 | 6 25 | 7,7 16,6667 | 351 | 23,8 | 49 | 2,2875| 0,7 |4728,2884
2016 | 6 26 | 53 6 32,2 | 22,7 | 62 12,9292 | 0 | 3745,389
2016 | 6 27 19,8 6 352 | 22,8 |46 |2,3333| 0 [3427,1841
2016 | 6 28 | 5,8 | 6,6667 | 34,3 | 24,8 | 53 |3,3875| 0 |3294,0095
2016 | 6 29 | 7,8 16,6667 | 353 | 252 | 50 [3,1958 | O |3145,5139
2016 6 | 30 | 28 8 336 | 245 53| 29 0 |1721,8418
2016 | 7 1 2 8 32,6 | 242 |55 2,2/08| 0 ]2539,7461
2016 | 7 2 |64 8 333 | 232 |59 |31125]| 0O [4928,6396
2016 | 7 3 143 8 335 | 236 | 53 |2,1208| 0O [4240,3743
2016 | 7 4 116 8 32,6 | 244 |50 |2,17/08| 0 |2988,7685
2016 | 7 5 | 6173333 | 336 | 24,7 | 50 | 1,775 0 41449128
2016 | 7 6 |13 8 31,8 | 236 | 79 |1,4042| 7,1 |2312,2886
2016 | 7 7 163 6 352 | 22,1 | 55 |2,2375| 0 ]3649,9275
2016 | 7 8 110,5[53333 | 34,2 | 23,5 | 47 |2,7625| 0O |3686,4622
2016 | 7 9 |84 6 359 [ 23145 23 0 |3726,5324
2016 | 7 10 | 7 6 34,7 | 242 | 48 13,2167 0O [4678,7899
2016 | 7 11 | 6,3 | 7,3333 | 356 | 24,6 | 57 |2,3417| 0,7 | 4716,503
2016 | 7 12 1 9,5 16,6667 | 357 | 21,4 | 54 |1,4458 | 0 |4565,6504
2016 | 7 13 | 6,8 | 6,6667 | 36,1 | 21,9 | 48 |1,1208| O |5200,8815
2016 | 7 14 | 76 | 7,3333 | 364 | 242 | 54 |18875| 0 |4361,7636
2016 | 7 15 | 7 |4,6667 | 359 | 22,6 |49 |1,1875| 0 |4302,8367
2016 | 7 16 | 46 8 33,8 | 23,2 | 65 |1,2583 | 0,2 |3582,7509
2016 | 7 17 | 55 |7,3333 | 33,7 | 22,3 | 58 |1,5333| 0,8 | 3147,871
2016 | 7 18 | 0,9 8 30,2 | 22,4 | 68 | 2,475 | 0,3 |3527,3597
2016 | 7 19 | 46 6 33,7 | 216 | 53| 1,15 | 3,3 |5107,7772
2016 | 7 20 | 4,2 8 32 | 218 |64 (21083 0 |3651,1061
2016 | 7 21 | 3,6 8 31,8 | 21,8 | 56 [3,0583| 0 |3289,2954
2016 | 7 22 108 |7,3333 | 28,8 | 23,8 | 60 |2,9583| 0,1 |3075,9802
2016 | 7 23 | 57153333 339 | 21 |50 ]1,6542| 0,3 |5486,0874
2016 | 7 24 | 6,5 |6,6667 | 355 | 215 |50 (13208| O | 4327,586
2016 | 7 25 | 6 73333 | 324 | 232 | 55 |2,6542| 0 |4493,7596
2016 | 7 26 | 93 13,3333 | 36,2 | 22,4 | 48 [2,3958 | 0O |4368,8348
2016 | 7 27 | 1,3 |6,6667 | 32,6 | 22,8 | 63 |2,2667 | 0 |1529,7404
2016 | 7 28 | 5 |7,3333 ] 33,2 | 22,6 | 50 | 3,25 0 |2136,6867
2016 | 7 29 |43 ]7,3333 | 336 | 236 | 50 [3,7208| 0O ]1334,1033
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2016 | 7 30 | 6,1 |5,3333 | 33,3 | 24,2 | 47 |3,1875| 0 |2457,2486
2016 | 7 31 | 5,3 6 33,7 | 24,6 | 46 |3,5458| 0 |6058,8561
2016 | 8 1 108 |7,3333| 322 | 24,7 | 41 |3,2417| O |3362,3646
2016 | 8 2 |22 73333 | 325 | 248 | 49 | 0,675 0 [2833,2017
2016 | 8 3 |37 8 33,8 | 24,8 | 43 0 0 |3103,0866
2016 | 8 4 131]73333| 33 | 252 |49 0 0 | 3165,549
2016 | 8 5 8 |73333| 36 | 236 |41 13667 0O [4749,5021
2016 | 8 6 |37 73333 | 353 | 242 |39 20875 0 |3961,0612
2016 | 8 7 |47 73333 | 33,7 | 258 | 50 |2,8583| 0O |3830,2436
2016 | 8 8 2 6 32,1 | 24,7 |53 |1,7333| 1,4 |2306,3959
2016 | 8 9 |67 73333 | 339 | 226 | 54 |2,7917| 0,3 |3541,5022
2016 | 8 10 | 2,5 | 7,3333 | 33,8 | 22,4 | 50 | 2,4542 | 0,3 |2593,9588
2016 | 8 11 | 2,8 | 53333 | 34 24 |52 ] 29 0 |1271,6409
2016 | 8 12 1 89 6 356 | 235 |46 12,1875 0 [3718,2826
2016 | 8 13 | 3,6 | 7,3333 | 34,1 | 23,6 | 47 |1,9167| 0 |4543,2582
2016 | 8 14 | 7,6 6 36,4 | 245 | 41 | 2,625 0 |3171,4417
2016 | 8 15 | 6,9 | 6,6667 | 359 | 23,8 | 4518583 | 0 ]4121,3421
2016 | 8 16 | 8,1 | 73333 | 355 | 251 |43 ]1975 | 04 | 2791,953
2016 | 8 17 1 2,8 | 7,3333 | 33,7 | 25,2 | 65 |1,2958 | 1,6 |2578,6378
2016 | 8 18 | 4,7 | 6,6667 | 34 | 235 |60 | 1,375 0 |3799,6017
2016 | 8 19 159 6 36,1 [ 233 45| 172 0 [2940,4486
2016 | 8 20| 9 6 36,1 | 25 40| 2,65 0 [2472,5696
2016 | 8 21 |59 | 73333 | 33 | 248 |48 |3,4917| 4,9 |1475,5277
2016 | 8 22 | 74 6 32,2 | 21,4 | 59 45625 0 |3278,6885
2016 | 8 23 | 11 2 36,8 | 22 |40 12,7125 0 [3565,0729
2016 | 8 24 109 16,6667 | 344 | 245 |39 |21375| O 0
2016 | 8 25 | 8,1 15,3333 | 36,8 | 22,7 | 36 |3,6208| O 0
2016 | 8 26 | 4,2 6 34,6 | 244 140 12,9375 0 | 3618,107
2016 | 8 27 | 6,5 |6,6667 | 352 | 256 | 42 |2,0708 | 0O ]4822,5713
2016 | 8 28 | 6,7 |6,6667 | 359 | 25 |44 |14167| 0O |4286,3372
2016 | 8 29 | 6,6 | 7,3333 | 37,2 | 24,7 | 44 |15417| 0,3 |4084,8075
2016 | 8 30 | 32 6 33,6 | 246 | 60| 1,475 | 0,3 |2223,8984
2016 | 8 | 31 |22 8 32,5 | 22,3 58 [1,2083| 1,1 |1885,6584
2016 | 9 1 |57 ]6,6667 | 31,7 | 22,2 | 63 |1,9208| 0,2 |3622,8212
2016 | 9 2 191 4 358 | 22 |50 11167| 0O [5245,6659
2016 | 9 3 198 |4,6667 | 368 | 22,2 | 46 |1,2625| 0,9 |3225,6544
2016 | 9 4 145 8 35 [ 236 |55 ]1,7542| 0 ]3659,3558
2016 | 9 5 169 8 35,7 | 242 | 45| 1,825 | 4,7 |3978,7392
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2016 | 9 6 |64 73333 | 344 | 23 |72 |2,7042| 0,9 |4697,6465
2016 | 9 7 102(73333| 304 | 23,6 | 67 15917 | 0,8 |492,62825
2016 | 9 8 (10,3 6 36,8 | 20,3 | 52 |1,8542| 0 |4625,7557
2016 | 9 9 |66 6 36,6 | 20,6 | 42 13,3583 | 0O [4081,2719
2016 | 9 10 | 5,2 8 32,9 | 26,2 |63 | 3,95 | 0,1 |2769,5608
2016 | 9 11 [ 45 |7,3333 | 336 | 249 | 51 | 3,825 | 0,1 ]4690,5752
2016 | 9 12 [ 41 8 355 251 43| 21 0 ]2992,3042
2016 | 9 13 | 6,4 6 358 | 255 | 51 |2,2833 | 0,7 |3935,1334
2016 | 9 14 1 0,2 8 31,4 | 22,8 | 89 | 1,325 | 64,3 |1930,4428
2016 | 9 15 | 6,1 | 6,6667 | 33,5 | 20,8 | 64 |0,7208| O |5108,9557
2016 | 9 16 ]10,8|3,3333| 36,1 | 22 |51 |0,8875| 0 |6255,6717
2016 | 9 17 110,13,3333 | 37,1 | 22,8 | 44 |1,7292| 0 |5229,1664
2016 | 9 18 | 31 8 344 | 24 45| 135 0 |4278,0875
2016 | 9 19 | 2 8 32,1 | 26 |58 |2,4083| 0,3 |2887,4144
2016 | 9 20 | 8,1 | 6,6667 | 36 | 24,4 |44 3,7708| 0O ]4050,6299
2016 | 9 21 | 5553333 | 353 | 252 |43 | 28 0,1 [4993,4591
2016 | 9 22 | 4,1 16,6667 | 352 | 22,7 | 48 |0,7083 | 0 ]4494,9382
2016 | 9 23 |83 |7,3333| 36,5 | 23,7 | 57 |1,3875| 0,2 |2164,9715
2016 | 9 24 10,2 8 30 | 243 |64 [1,9833| 0,5 |2793,1315
2016 | 9 25 |38 (73333329 | 23 |56 [16208| 0 |4535,0084
2016 | 9 26 | 7,9 | 6,6667 | 359 | 23 |46 [2,1958| O |4150,8055
2016 | 9 27 | 9,6 | 4,6667 | 36,3 | 24,6 | 40 [1,3875| 0O ]4530,2943
2016 | 9 28 | 2 8 33,2 | 254 | 58 |1,7042| 0 | 2695,313

2016 | 9 29 | 9,2 | 6,6667 | 36,5 | 22,1 | 50 | 1,0542 | 14,1 | 4043,5587
2016 | 9 30 | 6 |6,6667 | 33,7 | 22,4 |69 [0,8708| 6,3 | 5085,385

118




Anexo B. Tabla de resultados y convenciones del modelo neuronal previo

CONVENCIONES

Color

Significado

Modelos de buen rendimiento y precisos

Modelos de rendimiento regular

Modelos de mal rendimiento

Submodelo de tres variables de entrada: horas de brillo solar, nubosidad, humedad relativa

Capa Oculta Capa de Entrada Coeficiente de Determinacion (R?)
NUmero de NUmero de
neuronas entradas Entrenamiento Prueba
Capal | Capa? # Minimo Maximo | Minimo | Maximo

10 0 3 0,9938 0,9939 0,0145 | 0,9371
20 0 3 0,9938 0,9938 0,4119 | 0,7177
30 0 3 0,9938 0,9944 0,0897 | 0,7918
40 0 3 0,9938 0,9943 0,0316 | 0,8444
50 0 3 0,9938 0,9956 0,0415 | 0,8010
60 0 3 0,9939 0,9946 0,0378 | 0,8935
70 0 3 0,9940 0,9943 0,3987 | 0,6962
80 0 3 0,9938 0,9948 0,0142 | 0,8534
90 0 3 0,9939 0,9952 0,0704 | 0,8843
100 0 3 0,9938 0,9944 0,3318 | 0,6843
10 10 3 0,9938 0,9939 0,0512 | 0,8905
20 10 3 0,9938 0,9939 0,3844 | 0,8195
30 10 3 0,9938 0,9951 0,2182 | 0,7773
40 10 3 0,9938 0,9943 0,5069 | 0,8904
50 10 3 0,9938 0,9941 0,6633 | 0,8543
60 10 3 0,9940 0,9949 0,2916 | 0,8297
70 10 3 0,9939 0,9949 0,6736 | 0,8474
80 10 3 0,9939 0,9951 0,4936 | 0,8601
90 10 3 0,9938 0,9957 0,5883 | 0,8773
100 10 3 0,9942 0,9962 0,5984 | 0,8928
10 20 3 0,9938 0,9941 0,2137 | 0,7944
20 20 3 0,9938 0,9939 0,5844 | 0,8944
30 20 3 0,9938 0,9942 0,4299 | 0,7016
40 20 3 0,9938 0,9953 0,4348 | 0,9220
50 20 3 0,9938 0,9945 0,2976 | 0,9135
60 20 3 0,9938 0,9961 0,6315 | 0,8754
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70 20 3
80 20 3

90 20 3 09938 | 0,9951 | 0,7192 | 0,8680
100 20 3

10 30 3

20 30 3

30 30 3
40 30 3

50 30 3

60 30 3
70 30 3

80 30 3

90 30 3

100 30 3

10 40 3
20 40 3

30 40 3

40 40 3

50 40 3

60 40 3

70 40 3

80 40 3

90 40 3

100 40 3

10 50 3
20 50 3

30 50 3

40 50 3

50 50 3

60 50 3

70 50 3

80 50 3

90 50 3

100 50 3
10 60 3

20 60 3

30 60 3

40 60 3

50 60 3

60 60 3

120



70 60 3
80 60 3
90 60 3
100 60 3
10 70 3
20 70 3
30 70 3
40 70 3
50 70 3
60 70 3
70 70 3
80 70 3
90 70 3
100 70 3
10 80 3
20 80 3
30 80 3
40 80 3
50 80 3
60 80 3
70 80 3
80 80 3
90 80 3
100 80 3
10 90 3
20 90 3
30 90 3
40 90 3
50 90 3
60 90 3
70 90 3
80 90 3
90 90 3
100 90 3
10 100 3
20 100 3
30 100 3
40 100 3
50 100 3
60 100 3
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70 100 3 0,9943 0,9954 0,0389 | 0,5868
80 100 3 0,9942 0,9952 0,4406 | 0,8056
90 100 3 0,9952 0,9956 0,3403 | 0,8167
100 100 3 0,9946 0,9950 0,3359 | 0,5721

Submodelo de cinco variables de entrada: horas de brillo solar, nubosidad, temperatura

maxima
Capa Oculta Capa de Entrada Coeficiente de Determinacion (R?)
Numero de Namero de
neuronas entradas Entrenamiento Prueba
Capal | Capa? # Minimo | Maximo | Minimo | Maximo

10 0 5 0,9938 0,9939 0,8205 | 0,9221
20 0 5 0,9938 0,9941 0,6307 | 0,9219
30 0 5 0,9938 0,9942 0,0585 | 0,8968
40 0 5 0,9938 0,9943 0,3381 | 0,8854
50 0 5 0,9939 0,9946 0,0414 | 0,9060
60 0 5 0,9938 0,9942 0,3814 | 0,7848
70 0 5 0,9938 0,9940 0,5055 | 0,8620
80 0 5 0,9938 0,9945 0,3224 | 0,8122
90 0 5 0,9938 0,9945 0,0347 | 0,8949
100 0 5 0,9941 0,9956 0,3234 | 0,8791
10 10 5 0,9938 0,9940 0,8338 | 0,9289
20 10 5 0,9938 0,9943 0,8057 | 0,9047
30 10 5 0,9938 0,994 0,8319 | 0,9255
40 10 5 0,9938 0,9939 0,8971 | 0,9234
50 10 5 0,9938 0,9942 0,7135 | 0,9200
60 10 5 0,9938 0,9945 0,8384 | 0,9462
70 10 5 0,9938 0,9941 0,8163 | 0,9459
80 10 5 0,9938 0,9948 0,8259 | 0,9263
90 10 5 0,9939 0,9941 0,7544 | 0,9391
100 10 5 0,9939 0,9945 0,7965 | 0,9203
10 20 5 0,9938 0,9942 0,8136 | 0,8801
20 20 5 0,9938 0,9943 0,7199 | 0,9290
30 20 5 0,9938 0,9950 0,3449 | 0,8836
40 20 5 0,9938 0,9945 0,7628 | 0,9002
50 20 5 0,9938 0,9945 0,7393 | 0,9286
60 20 5 0,9941 0,9956 0,6199 | 0,9193
70 20 5 0,9938 0,9948 0,8464 | 0,9245
80 20 5 0,9939 0,9948 0,8794 | 0,9427

122




90 20 5 0,9938 0,9954 0,8231 | 0,9398
100 20 5 0,9939 0,9948 0,1094 | 0,9015
10 30 5 0,9938 0,9940 0,7767 | 0,8718
20 30 5 0,9939 0,9951 0,1540 | 0,9312
30 30 5 0,9938 0,9948 0,3376 | 0,9279
40 30 5 0,9939 0,9943 0,6446 | 0,9299
50 30 5 0,9939 0,9945 0,7213 | 0,8889
60 30 5 0,9938 0,9955 0,5576 | 0,9247
70 30 5 0,9938 0,9947 0,6312 | 0,8994
80 30 5 0,9939 0,9953 0,4275 | 0,8026
90 30 5 0,9939 0,9958 0,8446 | 0,8965
100 30 5 0,9941 0,9948 0,5888 | 0,9373
10 40 5 0,9938 0,9944 0,6229 | 0,9408
20 40 5 0,9938 0,9943 0,1231 | 0,8969
30 40 5 0,9939 0,9945 0,7281 | 0,8520
40 40 5 0,9938 0,9953 0,0709 | 0,9116
50 40 5 0,9939 0,9954 0,5759 | 0,9271
60 40 5 0,9939 0,9952 0,1413 | 0,9655
70 40 5 0,9939 0,9940 0,0312 | 0,8385
80 40 5 0,9950 0,9952 0,7971 | 0,9406
90 40 5 0,9941 0,9945 0,6770 | 0,9083
100 40 5 0,9939 0,9948 0,4071 | 0,7873
10 50 5 0,9938 0,9942 0,0123 | 0,8842
20 50 5 0,9938 0,9948 0,4957 | 0,8649
30 50 5 0,9938 0,9948 0,0507 | 0,8987
40 50 5 0,9940 0,9952 0,2709 | 0,9096
50 50 5 0,9939 0,9958 0,3515 | 0,8305
60 50 5 0,9939 0,9945 0,2324 | 0,9275
70 50 5 0,9944 0,9946 0,5079 | 0,9154
80 50 5 0,9940 0,9955 0,3987 | 0,6833
90 50 5 0,9942 0,9953 0,0347 | 0,8529
100 50 5 0,9944 0,9951 0,2624 | 0,6158
10 60 5 0,9938 0,9942 0,5456 | 0,9165
20 60 5 0,9938 0,9947 0,1199 | 0,8494
30 60 5 0,9939 0,9950 0,5588 | 0,8660
40 60 5 0,9938 0,9946 0,0284 | 0,8074
50 60 5 0,9939 0,9954 0,5130 | 0,7411
60 60 5 0,9939 0,9945 0,4916 | 0,8621
70 60 5 0,9943 0,9950 0,7832 | 0,9118
80 60 5 0,9945 0,9949 0,4761 | 0,8864
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90 60 5
100 60 5
10 70 5
20 70 5
30 70 5
40 70 5
50 70 5
60 70 5
70 70 5
80 70 5
90 70 5
100 70 5
10 80 5
20 80 5
30 80 5
40 80 5
50 80 5
60 80 5
70 80 5
80 80 5
90 80 5
100 80 5
10 90 5
20 90 5
30 90 5
40 90 5
50 90 5
60 90 5
70 90 5
80 90 5
90 90 5
100 90 5
10 100 5
20 100 5
30 100 5
40 100 5
50 100 5
60 100 5
70 100 5
80 100 5
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90

100

5

0,9951

0,9960

0,6009

0,8067

100

100

5

0,9954

0,9959

0,2233

0,6200

Submodelo de siete variables de entrada: horas de brillo solar, nubosidad, temperatura
maxima, temperatura minima, humedad relativa, velocidad del viento y precipitaciones

Capa Oculta Capa de Entrada Coeficiente de Determinacion (R?)
Numero de NuUmero de
neuronas entradas Entrenamiento Prueba
Capal | Capa? # Minimo | Maximo | Minimo | Maximo

10 0 7 0,9938 0,9940 0,7727 | 0,9402
20 0 7 0,9938 0,9939 0,3067 | 0,4665
30 0 7 0,9938 0,9944 0,3040 | 0,8803
40 0 7 0,9938 0,9946 0,0459 | 0,8815
50 0 7 0,9938 0,9951 0,0107 | 0,8773
60 0 7 0,9940 0,9954 0,2913 | 0,8856
70 0 7 0,9938 0,9955 0,0460 | 0,7253
80 0 7 0,9941 0,9955 0,1924 | 0,6468
90 0 7 0,9940 0,9946 0,0182 | 0,5668
100 0 7 0,9946 0,9955 0,0049 | 0,7330
10 10 7 0,9938 0,9941 0,5001 | 0,9013
20 10 7 0,9938 0,9949 0,7005 | 0,9444
30 10 7 0,9939 0,9956 0,7523 | 0,9393
40 10 7 0,9939 0,9951 0,6134 | 0,9092
50 10 7 0,9943 0,995 0,8031 | 0,9183
60 10 7 0,9939 0,9955 0,8083 | 0,9372
70 10 7 0,9939 0,9947 0,6374 | 0,7374
80 10 7 0,9941 0,9946 0,6797 | 0,9169
90 10 7 0,9939 0,9951 0,7210 | 0,9368
100 10 7 0,9939 0,9953 0,8104 | 0,8845
10 20 7 0,9939 0,9954 0,7718 | 0,8958
20 20 7 0,9938 0,9944 0,1240 | 0,9142
30 20 7 0,9938 0,9947 0,3873 | 0,9170
40 20 7 0,9940 0,9949 0,0993 | 0,9190
50 20 7 0,9940 0,9947 0,7647 | 0,9272
60 20 7 0,9944 0,9953 0,0429 | 0,8241
70 20 7 0,9942 0,9952 0,6645 | 0,9316
80 20 7 0,9945 0,9953 0,6675 | 0,8661
90 20 7 0,9946 0,9956 0,7644 | 0,8346
100 20 7 0,9938 0,9950 0,2292 | 0,9093
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Anexo C. Tabla de reglas y convenciones del modelo difuso previo

Convenciones:

Variable Significado
HBS Horas de brillo solar
N Nubosidad
TMax. Temperatura maxima
TMin. Temperatura minima
HR Humedad relativa
VvV Velocidad del viento
P Precipitacion
RS Radiacion solar
Reglas:
Regla HBS N | TMax. | TMin. | HR | VV P RS | Peso
1 Pocas X X X X X X Baja | 0.5
2 Medio X X X X X X Media | 0.5
3 Muchas X X X X X X Alta 0.5
Muy
4 | Demasiadas| X X X X X X Alta 0
Muy | Medio Muy
5 Medio |Media| Alta Baja |Media| Baja | Baja | Media | 0
Muy | Medio Muy
6 |Demasiadas| Baja | Alta Baja |Media| Baja | Baja Baja 1
Muy | Medio Muy Muy
7 |Demasiadas| Baja | Alta Baja |Media| Baja | Baja Alta 1
Medio
8 Medio Alta | Alta Baja | Alta | Baja | Baja Alta 1
Medio Muy Muy
9 | MuyPocas | Alta | Alta Baja | Alta | Baja | Baja Baja | 05
Muy
10 Medio |Media| Alta | Media | Alta |Media| Baja Alta 0.5
Muy | Medio Muy Muy
11 Medio Alta | Alta Baja | Alta | Baja | Baja Alta 0.5
Medio Muy
12 Pocas Alta | Alta Baja | Alta | Baja | Baja Alta 1
Medio | Muy Muy
13 | Muy Pocas | Media| Alta Baja | Alta | Baja | Baja Alta 0.5
Muy Muy
14 Medio Alta | Alta | Media |Media| Alta | Baja Alta 1
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Medio Muy
15 | Muy Pocas | Alta | Alta Baja | Alta |Media| Baja Baja | 0.5
Muy
16 |Demasiadas| Baja | Alta Baja | Alta | Baja | Baja | Media | 0.5
Muy Muy Muy
17 Muchas Baja | Alta | Media |Media| Baja | Baja Alta 0.5
Medio Muy
18 Medio Alta | Alta Baja | Alta | Baja | Baja | Media | 1
Medio | Medio Muy
19 | Muy Pocas | Alta | Alta Baja | Alta |Media| Baja | Media | 1
Muy
20 Medio Alta | Alta | Media |Media| Alta | Baja Baja 1
Muy Muy
21 Muchas |Media| Alta | Media |Media|Media| Baja | Media | 1
Medio Muy
22 Medio |Media| Alta Baja | Alta | Baja | Baja Alta 1
Medio Muy
23 Medio Alta | Alta Baja | Alta |Media| Baja Alta 1
Muy Muy
24 Medio Alta | Alta Baja |Media| Baja | Baja Alta 1
25 Medio Alta | Alta | Media | Alta | Baja | Alta Alta 1
Medio Muy
26 Pocas Alta | Alta Baja | Alta |Media| Baja Alta 1
Muy
27 |Demasiadas | Media| Alta Baja | Alta | Baja | Baja | Media | 0.5
Muy | Medio Muy
28 Muchas |Media| Alta Baja |Media| Baja | Baja | Media | 1
Muy
29 Pocas Alta | Alta | Media |Media| Baja | Baja | Media | 0O
Muy Muy
30 Medio | Media| Alta Baja |Media| Baja | Baja Alta 1
Muy | Medio Muy
31 |Demasiadas| Baja | Alta Baja |Media|Media| Baja Alta 0
Muy
32 Medio Alta | Alta | Media |Media| Baja | Baja Alta 1
Medio Muy
33 |Demasiadas | Media| Alta Baja |Media|Media| Baja Alta | 05
Muy
34 |Demasiadas| Alta | Alta Baja | Alta |Media| Baja Alta 0
Medio Muy
35 |Demasiadas| Alta | Alta Baja |Media|Media| Baja | Media 1
Muy Muy
36 |Demasiadas| Alta | Alta Baja |Media| Baja | Baja Alta 0
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Medio Muy

37 Medio Alta | Alta Baja |[Media| Alta | Baja Baja 1
Muy

38 Pocas Alta | Alta | Media |Media| Baja | Baja | Media | 1
Muy

39 Pocas Alta | Alta | Media | Alta | Baja | Baja | Media | 1
Medio Muy

40 Pocas Alta | Alta Baja |Media| Baja | Baja Alta 1
Muy Muy

41 Medio Alta | Alta | Media |Media| Baja | Baja Alta 1
Muy | Medio Muy

42 |Demasiadas|Media| Alta Baja |Media| Baja | Baja Alta 0
Medio Muy

43 Medio Alta | Alta Baja | Alta | Baja | Baja Alta 0
Muy

44 Medio Alta | Alta | Media |Media| Alta | Baja Alta 0
Muy Muy

45 Medio Alta | Alta | Media |Media|Media| Baja Alta | 05
Muy

46 Pocas Alta | Alta | Media | Alta |Media| Baja | Media | 1
Muy

47 Medio |Media| Alta | Media | Media|Media| Baja Alta 1
Muy Muy

48 |Demasiadas | Media| Alta | Media |Media| Baja | Baja Alta 1
Muy

49 Pocas Alta | Alta | Media |Media|Media| Baja | Media | 1
Muy Muy

50 Muchas Baja | Alta | Media |Media| Baja | Baja | Media | 1
Muy

51 | Muy Pocas |Media| Alta | Media |Media| Baja | Baja | Media | 1
Muy

52 | Muy Pocas | Alta | Alta | Media | Alta | Baja | Baja | Media | 1
Muy Muy

53 Muchas | Alta | Alta | Media |Media| Baja | Baja | Media | 0
Muy

54 | Muy Pocas | Alta | Alta | Media | Alta | Baja | Baja Baja | 0.5
Muy

55 Medio Alta | Alta | Media | Alta | Baja | Baja Alta 0
Muy

56 Medio | Media| Alta | Media | Alta | Baja | Baja Alta 1
Muy

57 Medio Baja | Alta | Media | Alta | Baja | Baja Alta 1
Muy Muy

58 Pocas Alta | Alta | Media | Alta | Baja | Baja | Media | 0
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Medio | Muy Muy
59 | Muy Pocas | Media| Alta Baja | Alta | Baja | Baja | Media | 1
Medio
60 Medio |Media| Alta Baja | Alta | Baja | Baja Alta 1
Medio | Muy Muy
61 Pocas Alta | Alta Baja | Alta | Baja | Baja | Media | 1
Muy Muy
62 | Muy Pocas | Alta | Alta Baja | Alta | Baja | Baja | Media | 0
Medio Muy Muy
63 Pocas Alta | Alta Baja | Alta | Baja | Baja | Media | 1
Muy
64 | Muy Pocas |Media| Alta | Media | Alta | Baja | Baja Alta 1
Medio | Muy Muy
65 | Muy Pocas | Alta | Alta Baja | Alta | Baja | Baja Baja | 05
Medio | Muy Muy
66 Medio Alta | Alta Baja | Alta | Baja | Baja Alta 1
Medio Muy Muy
67 Muchas | Alta | Alta Baja | Alta | Baja | Baja Alta 0
Muy
68 Pocas Alta | Alta | Media | Alta | Baja | Baja Alta 1
Muy Muy
69 |Demasiadas| Alta | Alta | Media |Media|Media| Baja | Media | 1
Medio | Muy Muy
70 | Muy Pocas | Alta | Alta Baja | Alta | Baja | Baja | Media | 1
Medio | Medio | Muy Muy
71 | Muy Pocas | Alta | Alta Baja | Alta |Media| Baja | Media | 0.5
Muy | Medio Muy Muy
72 Muchas |Media| Alta Baja | Alta | Baja | Baja Alta 0.5
Medio | Muy Muy
73 Pocas Alta | Alta Baja | Alta |Media| Baja Alta 1
Medio Muy
74 Medio Alta | Alta Baja | Alta | Baja | Baja Alta 1
Medio Muy
75 Muchas | Alta | Alta Baja | Alta | Baja | Baja Alta 1
Medio Muy
76 Medio |Media| Alta Baja | Alta | Baja | Baja | Media 1
Muy | Medio Muy Muy
77 |Demasiadas | Media| Alta Baja |Media| Baja | Baja Alta 0.5
Muy Muy
78 Muchas | Alta | Alta | Media | Alta | Baja | Baja Baja 1
Muy Muy
79 Muchas | Alta | Alta | Media | Alta | Baja | Baja Alta 1
Muy Muy
80 Muchas | Alta | Alta | Media |Media|Media| Baja Alta 1
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Muy

81 Medio Alta | Alta Baja | Alta | Baja | Baja Alta 1
Medio Muy

82 Medio Alta | Alta Baja |Media| Baja | Baja Alta 1
Muy

83 Pocas Alta | Alta | Media | Alta |Media| Baja Alta 0.5
Medio Muy

84 Muchas | Alta | Alta Baja | Alta | Baja | Baja | Media | 0.5

Medio Muy Muy

85 |Demasiadas | Media| Alta Baja | Alta |Media| Baja Alta 0.5
Muy | Medio Muy

86 Medio |Media| Alta Baja |Media| Baja | Baja Alta 1
Muy Muy

87 Muchas |Media| Alta | Media |Media| Baja | Baja | Media | 0.5
Muy Muy

88 Muchas |Media| Alta | Media |Media| Baja | Baja Alta 1
Muy | Medio Muy

89 Medio Alta | Alta Baja |Media| Baja | Baja Alta 1
Muy Muy

90 Muchas | Alta | Alta | Media |Media| Baja | Baja Alta 1
Muy Muy

91 Muchas | Baja | Alta | Media |Media| Baja | Baja Alta 1
Muy | Medio Muy

92 Muchas Baja | Alta Baja |Media| Baja | Baja | Media | 0.5
Muy | Medio Muy

93 Muchas | Baja | Alta Baja |Media| Baja | Baja Alta 1
Muy

94 | Muy Pocas | Alta | Alta | Media |Media| Baja | Baja Baja 1
Medio Muy

95 Muchas | Alta | Alta Baja | Alta |Media| Baja Alta 1
Muy

96 Medio Alta | Alta | Media | Alta | Baja | Baja | Media | 1
Muy

97 Medio Alta | Alta | Media | Alta |Media| Baja Alta 1
Muy

98 Muchas Alta | Alta | Media |Media|Media| Baja | Media 1
Muy Muy

99 Medio Alta | Alta Baja |Media| Baja | Baja Alta 1
Muy

100 | Muy Pocas | Alta | Alta | Media |Media|Media| Baja | Media | 1
Medio Muy

101 Pocas Alta | Alta Baja |Media|Media| Baja Alta | 05
Muy

102 Medio Alta | Alta | Media |Media|Media| Baja Alta 0.5
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Muy Muy

103 Muchas | Alta | Alta | Media |Media|Media| Baja | Media | 1
Muy

104 Muchas | Alta | Alta Baja | Alta | Alta | Baja | Media | 1
Muy | Medio Muy

105 |Demasiadas |Media| Alta Baja |Media| Baja | Baja | Media | 0.5
Muy | Medio Muy

106 Muchas | Alta | Alta Baja | Alta | Baja | Baja | Media | 1
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Anexo D. Tabla de reglas y convenciones del modelo difuso.

Convenciones: horas de brillos solar (HBS), nubosidad (N), temperatura maxima (TMax),
temperatura minima (TMin), humedad relativa (HR), velocidad del viento (VV),

precipitacion (P) y radiacion solar (RS).

# HBS N TMax | TMin | HR vV P RS |Peso
1 Muchas - - - - - - Alta 1
2 Medio - - - - - - Media | 0.5
Muy | Muy
3 Muy Pocas Alta Media | Media | Media | Media | Baja | Baja | 0.5
Muy Muy
4 Muchas Baja Alta Alta | Baja | Media | Baja | Baja 1
Muy
5 Muchas Alta Alta Alta | Baja Baja | Baja | Media | 1
Medio Muy | Muy
6 Medio Baja Alta Baja | Baja Baja Baja | Alta 1
Muy Muy
7 Muchas Baja Alta | Media | Alta Baja | Baja | Alta 1
Muy Muy Muy Muy Muy | Muy
8 Muchas Baja Alta Alta | Baja Baja | Baja | Alta 1
Muy Muy
9 Medio Media | Media | Baja | Alta Baja | Media| Alta 1
Muy
10 Muchas Alta Alta | Media | Alta Baja | Media| Alta 1
Medio Muy Muy | Muy
11 Medio Baja Media | Baja | Baja Baja Baja | Alta 1
Muy Muy | Muy
12 Muchas Alta Media | Media | Alta Alta Baja | Alta 1
Muy Muy Muy Muy
13 Muchas Baja Alta | Media | Baja Baja Baja | Baja 1
Muy Muy Muy
14 Pocas Alta Media | Alta | Alta Baja Baja | Baja | 0.5
Muy
15 Muchas Baja Alta | Media | Alta Alta Baja | Alta 1
Muy Muy Muy | Muy
16 Muchas Alta Media | Alta Baja Alta Baja | Baja 1
Muy | Muy
17 | Demasiadas | Baja Alta Alta Baja Baja Baja | Alta 1
Muy Muy
18 | Muy Pocas Alta Media | Alta | Alta Baja | Baja | Baja 1
Muy Muy | Muy
19 Muchas Media Alta Alta | Baja | Media | Baja | Alta 1
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Muy Muy Muy | Muy
20 Pocas Alta Media | Baja | Baja Baja Baja | Baja 1
Muy Muy | Muy
21 Medio Alta Alta Baja | Baja Baja Baja | Alta 1
22 Muchas - - - - - - Media | 0.5
Muy
23 Muchas Baja Alta Baja | Baja Baja Baja | Baja 1
Muy Muy
24 Pocas Baja Alta | Media | Alta Baja Baja | Alta | 0.5
Muy
25 Muchas Media - - - - - Alta 1
Muy Muy
26 | Demasiadas | Alta - - - - - Baja 1
Muy
27 Muchas - - - - Alta - Baja | 0.5
Muy
28 | Demasiadas | Baja - - - - - Alta | 0.5
29 Muchas - Media - - - - Media | 1
30 Medio - - Alta - - - Media | 1
31 | Demasiadas - - - Alta - - Media | 1
32 Muchas - - - - - Media | Baja 1
Muy
33 - - - - - Alta - Media | 0.5
Muy Muy
34 | Demasiadas - - - - Alta - Baja 1
Muy Muy
35 Pocas - Alta - - Alta - Baja 1
Muy Muy
36 | Demasiadas | Baja - Baja - - - Alta 1
Muy
37 | Muy Pocas | Media - Media - - - Baja | 0.5
Muy Muy
38 Medio - - Media - Alta - Baja | 0.5
Medio Muy Muy
39 Muchas Baja - - - Baja - Alta 1
Muy Muy
40 | Demasiadas | Baja - Alta - - - Baja 1
Muy Muy
41 Medio Baja - Baja - - - Alta | 0.5
Muy | Muy
42 Muchas Baja - - - - Baja | Alta 1
Muy Muy Muy
43 | Demasiadas - Alta - - Baja - Baja 1
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Medio

44 | Muy Pocas Baja Baja - - - - Baja 1
Muy
45 | Muy Pocas - - Alta - - Alta | Baja | 0.5
Muy Muy Muy
46 Medio Baja Alta - - - - Alta 1
Muy
47 | Demasiadas - - Baja | Alta - - Baja 1
Muy
48 | Demasiadas | Alta - Media - - - Baja 1
Muy Muy
49 | Demasiadas | Baja Alta - - - - Alta 1
Muy Muy
50 | Demasiadas | Baja Alta - - - - Baja | 0.5
Muy Muy
51 Medio Alta Media | Media | Baja | Media | Baja | Alta 1
Muy
52 Medio Alta Media | Baja | Media | Baja | Baja | Alta 1
Medio Muy
53 Pocas Baja Media | Alta | Alta | Media | Baja | Baja 1
Muy Muy
54 Medio Baja Media | Alta | Alta Baja | Baja | Alta 1
Muy
55 Medio Alta Media | Alta | Alta | Media | Baja | Baja 1
Muy Muy
56 Medio Alta Media | Alta | Baja Alta Baja | Baja 1
Muy | Muy
57 | Muy Pocas Alta Media | Media | Alta | Media | Baja | Baja 1
Muy Muy | Muy
58 Pocas Media | Media | Alta | Baja Baja Baja | Baja | 0.5
Muy
59 Medio Alta Media | Media | Media | Baja Baja | Alta | 0.5
Muy Muy
60 Medio Baja Media | Media | Alta Baja Baja | Alta 1
Muy
61 Pocas Baja Media | Media | Alta Baja Alta | Alta 1
Muy Muy
62 Pocas Alta Media | Alta Baja Alta Baja | Alta | 0.5
Muy | Muy
63 Muchas Alta Alta Alta | Media | Alta Baja | Alta 1
Muy
64 Medio Baja Media | Baja | Alta Baja | Baja | Alta 1
Muy Muy Muy
65 Medio Media | Media | Media | Alta Baja | Media| Alta 1
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Muy

66 Pocas Alta Media | Alta | Baja Baja Baja | Baja 1
Muy
67 | Muy Pocas | Media | Media | Alta | Media | Media | Baja | Media | 1
Muy
68 Medio Alta Alta | Media | Media | Baja Baja | Alta | 0.5
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Anexo E. Tabla de reglas y convenciones del modelo difuso.

Convenciones: horas de brillos solar (HBS), nubosidad (N), temperatura maxima (TMax),
temperatura minima (TMin), humedad relativa (HR), velocidad del viento (VV),
precipitacion (P) y radiacion solar (RS).

# HBS N | TMax | TMin |HR| VvV P RS Peso
1 Muchas - - - - - - Alta 1

2 Medio - - - - - - Media 0.5
3 | Demasiadas | - - - - - - Alta 1

4 Muchas - - - - - - Media 0.5
5 | Demasiadas | - - - - - - | Muy Alta 0.5

138



Modelo de Prediccion de Radiacion Solar usando Técnicas
Inteligentes

Solar Radiation Prediction Model using Intelligent

Techniques
Juan Sebastian Mejia Rincon!” y Vladimir Mosquera Cerquera?
Fecha de recibo: Junio 2019 Fecha de revision: Fecha de aprobacion:
Resumen

Muchas de las actividades desarrolladas por el ser humano dependen de los cambios de las variables
meteoroldgicas y sus efectos. La radiacion solar es la mayor fuente de energia para los seres vivos e influye en el
correcto funcionamiento de los procesos atmosféricos y climaticos. La necesidad de conocer el comportamiento de
la radiacién solar para el desarrollo de diversas actividades da como resultado la elaboracion de técnicas y procesos
gue permitan medirlas y estimarlas correctamente. El estudio de la radiacion solar es muy pertinente debido al gran
campo aplicaciones que posee; entre ellos el disefio de estaciones fotovoltaicas, en el area agricola, estudios
meteoroldgicos y para el desarrollo de modelos fisicos. La medicion de la radiacion solar es compleja, esto se debe a
los altos costos de los instrumentos de medicién y su poca disponibilidad comercial. La estimacion de la radiacion
solar es una alternativa a este problema. Entre los métodos de estimacién mayormente usados se destacan los
estadisticos, matematicos, fisicos y computacionales. Este proyecto se enfoca en los modelos computacionales
basados en Inteligencia Artificial, que mediante técnicas como las Redes Neuronales Artificiales (RNA) y Légica
Difusa prometen predicciones precisas.
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Abstract

Many human activities depend on changes in weather variables and their effects. Solar radiation is the major source
of energy for living beings and influences the proper functioning of atmospheric and climatic processes. The need to
know the behaviour of solar radiation for the development of various activities results in the development of
techniques and processes to measure and estimate them correctly. The study of solar radiation is very relevant due to
the large field of applications it possesses; among them the design of photovoltaic stations, in the agricultural area,
meteorological studies and for the development of physical models. The measurement of solar radiation is complex,
this is due to the high costs of measuring instruments and their limited commercial availability. The estimation of
solar radiation is an alternative to this problem. The most commonly used estimation methods include statistics,
mathematics, physics and computational methods. This project focuses on computational models based on Artificial
Intelligence, which through techniques such as Artificial Neural Networks (ANN) and Fuzzy Logic promise accurate
predictions.

Keywords: solar radiation, meteorological variables, prediction, energy, Artificial Neural Networks, Fuzzy Logic, Artificial
Intelligence.
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1. Introduccion

El afan de conocer con exactitud el comportamiento de variables climatoldgicas para el desarrollo de diversas
actividades humanas da como resultado la elaboracion de técnicas que permitan estimarlas de manera correcta.
Entre estos métodos destacan los estadisticos, matematicos, fisicos y computacionales. Este proyecto se enfoca
en los modelos computacionales basados en Inteligencia Artificial, que mediante técnicas de aprendizaje e
inferencia prometen resultados interesantes.

La radiacion solar es la energia emitida por el sol que viaja a través del espacio en forma de ondas
electromagnéticas y, como se ha mencionado anteriormente, es la mayor fuente de energia para todas las formas
de vida terrestres, ademas de que es un factor fundamental en el analisis del clima y su unidad de medida es
W/m?, es decir, Vatio por unidad de superficie.

El prondstico preciso de la radiacion solar es bastante pertinente ya que tiene un gran campo de aplicaciones; por
ejemplo, la radiacidn solar es importante en el disefio de estaciones fotovoltaicas para garantizar la estabilidad de
la energia eléctrica generada. En el area agricola es relevante ya que permite el monitoreo y control del
crecimiento de algun cultivo. Sin embargo, como se mencion6 anteriormente, la medicion de la radiacion solar
es complicada ya que los equipos con los cuales se pueden adquirir los datos son bastante costosos (pirheliémetros
y pirandmetros) y no se consiguen en todas partes, asi que dificulta la posibilidad de tener una base de datos
confiable en paises poco desarrollados (Sayago, et al., 2011). Por todo lo mencionado anteriormente nace el
interés por encontrar la forma mas adecuada de estimacion de radiacién solar.

El proyecto esta orientado al desarrollo de un modelo de prediccién de radiacion solar por medio de inteligencia
computacional en el area urbana de la ciudad de Neiva. EI municipio de Neiva es muy importante para la regién
surcolombiana del pais debido a una economia dinamica basada en el ecoturismo, gastronomia, industria y
comercio. “Debido a su ubicacion cerca de la linea del ecuador y su baja altitud, la ciudad tiene un clima calido
con temperaturas anuales promedio durante el dia que van desde 21 hasta 35 grados centigrados. La temperatura
de esta zona conserva cierta relacion con las lluvias, la época mas caliente se sitla en los meses de agosto y
septiembre que son los de menor precipitacién atmosférica, cuando la maxima temperatura sobrepasa los 37 °C”
(Wikipedia, 2016). Los meses mas frescos son los que presentan alternancia de lluvias con calor, como abril,
noviembre y diciembre. En este tiempo la temperatura varia entre 28 °C y 30 °C. La temperatura promedio es de
27 °C (IDEAM, 2015). Las condiciones climéticas del municipio son adecuadas para obtener datos historicos
completos de las variables meteorol6gicos ya que Neiva es un municipio que esta expuesto a microclimas, como
todas las zonas del pais, pero son menos pronunciados si se comparan con otros municipios, lo cual implica una
mejor conservacion de los instrumentos de medicion y esto lleva a obtener datos completos y precisos, evitando
hacer procedimientos y preprocesamientos que puedan aumentar la incertidumbre de dichos datos.

Los modelos computacionales desarrollados en este proyecto son las RNA y Logica Difusa. Las RNA permiten
solucionar problemas complejos y no lineales, porque mediante el entrenamiento de la red neuronal, esta aprende
el comportamiento de los datos de entrada con respecto a los datos de salida y puede replicarlo con precision sin
importar si se cambian los datos de entrada para conseguir datos de salida deseados. ElI modelo difuso utiliza
reglas de inferencia para relacionar los datos de entrada con los de salida mediante reglas, las cuales son
establecidas por un experto, quien debe conocer muy bien el comportamiento de los datos. Ambos modelos estan
basados en Inteligencia Artificial y permiten cumplir con las metas propuestas al desarrollar este proyecto:
estimar la radiacion solar a partir de datos histdricos de variables meteoroldgicas de facil adquisicion usando
algoritmos que puedan remplazar los métodos convencionales.

A nivel nacional ya se cuenta con investigaciones hechas es este campo, como en la Escuela de Ingenieria de
Antioquia, en la que se desarrolla un modelo de prediccion de la radiacion solar que incide sobre los vehiculos
solares que compiten en el World Solar Challenge 2013 en cinco localidades cercanas a la carretera donde se
Ileva a cabo la competencia mediante modelos basados en Redes Neuronales (Gonzalez, 2013).



En América Latina también se han realizado investigaciones con respecto a la estimacion de radiacion solar a
partir de técnicas inteligentes, por ejemplo, en la Universidad de Cérdoba desarrollaron seis modelos de redes de
tipo perceptron multicapa con propagacion de la informacion hacia adelante los cuales incluyen una capa de
entrada, una capa oculta y una salida que mostraba la radiacion solar promedio estimada cada treinta minutos
(Sayago, et al., 2011).

En India formularon modelos de prediccion de radiacion solar basados en redes neuronales artificiales para
identificar en que zonas de la India se obtiene una mejor produccion de energia solar (Yadav, et al., 2014). Los
modelos neuronales utilizados son perceptrén multicapa. Usan una herramienta llamada WEKA para identificar
las variables més relevantes, concluyendo que la longitud y la latitud son las variables menos influyentes en la
prediccion.

En Espafia no solo proponen una prediccion temporal de la radiacién solar, en la Universidad Politécnica de
Madrid desarrollan un modelo de prediccion espacial y temporal de la irradiancia global, mediante RNA para la
prediccion temporal y geoestadistica para la prediccion espacial, con el proposito de generar mejores modelos
predictivos que ayuden en la estimacion de la produccion de energia renovable procedente del sol (Gutierrez,
2014). Esta investigacion se profundiza cuando proponen un método de prondstico de irradiacion solar intra-dia
que utiliza RNA a partir de sensores, donde se confirma la influencia de sensores vecinos en la prediccion a corto
plazo validando los modelos para ventanas de tiempo de 1 a 6 h con sensores dentro de un radio de 55 km
(Gutiérrez, et al., 2016).

De acuerdo con todo lo mencionado, la importancia de este trabajo investigativo radica en el uso de técnicas de
inteligencia computacional como lo son las Redes Neuronales Artificiales y Logica Difusa ya que pueden manejar
grandes cantidades de datos y suministrar predicciones rapidas y apropiadas, con el fin de pronosticar datos de
radiacion solar que puedan llegar a ser usados en procesos bildgicos, meteoroldgicos, sistemas de produccién de
energia, uso mas eficiente del agua para el riego y mejoramiento de la gestion de los sistemas publicos de
iluminacion. Para implementar los modelos propuestos se hace uso del software Matlab.

2. Materiales y métodos

En primer lugar, se va a plasmar el modelo implementado con Ldgica Difusa y en segundo lugar se va a explicar
el desarrollo del modelo basado en RNA. Los datos de las variables meteoroldgicas fueron facilitados por
IDEAM. Los datos de entrada de los modelos se toman de la base de datos ofrecida por el Aeropuerto Benito
Salas y los datos de radiacion solar se toman de la estacion La Plata. La serie temporal de datos se toma desde el
1 de febrero de 2013 hasta el 30 de septiembre de 2016.

2.1. Modelo Difuso

Se us0 la légica difusa para el desarrollo de este modelo debido a las ventajas que ofrece, como su facilidad de
implementacion y un gran desempefio frente a sistemas no lineales ya que no depende de ecuaciones ni modelos
matematicos complejos (Campos, et al., 2018), solo se necesita conocer el comportamiento del sistema para
poder definir con claridad las reglas de inferencia que reflejan las condiciones del sistema difuso. Para la
implementacion de este modelo se usé la herramienta Fuzzy Logic Designer del tool Fuzzy Logic de Matlab, la
cual permite definir el tipo de sistema difuso, el nimero de variables de entrada y salida, el nmero y el tipo de
funciones de membresia y el universo de discurso. En la Figura 1 se muestra la representacion genérica del
modelo difuso.

Se define un sistema difuso Mamdani porque es facil de aplicar y cuenta con defuzzificador que permite tomar
la salida difusa y convertirla en salida numérica para que pueda ser interpretada por elementos externos como
controladores. También se definen siete variables de entrada y una variable de salida y la serie temporal de los



datos se especifica desde el 1 de enero hasta el 30 de septiembre del 2016. Las variables de entrada del modelo
son horas de brillo solar, nubosidad, temperatura méxima, temperatura minima, humedad relativa, velocidad del
viento, precipitaciones y la variable de salida es radiacion solar. Se eliminan los datos incompletos de radiacion
solar, después se buscan en las variables de entrada los dias en los cuales los datos de radiacion fueron eliminados
y también se descartan. Se establecen cinco funciones de membresia para cada variable meteorol6gica, excepto
nubosidad la cual cuenta con seis. Para las variables de entrada las funciones de membresia fueron gaussianas
tipo 1y para la variable de salida fueron gaussianas tipo 2. La distribucion de las funciones de membresia se hizo
con a un andlisis de frecuencia de cada variable. Las funciones de membresia deben estar superpuestas ya que
segun expertos y la literatura los niveles lingiisticos tienen limites grises los cuales pueden estar definidos en las
intersecciones de las funciones (McCauleyBell P & Crumpton, 2000). En este modelo se utilizaron 68 reglas de
inferencia, las cuales se definieron segun la correlacion entre variables y de manera heuristica.
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Figura 1. Representacion genérica del modelo de prediccion fuzzy.

De la Figura 2 hasta la Figura 9 se presentan las funciones de membresia de cada variable. En cada figura se
observa el rango definido para cada variable y el universo de discurso con el cual se etiqueta cada funcion de
memebresia.
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Figura 2. Funciones de membresia de horas de brillo solar.



Funciones de membresia - Nubosidad

0.8

Degree of membership
o
o]

o©
»

0.2

MuyBaja

T
Baja

T
MedicBaja

Media

0
2 3 4 5 6 8
Octas
Figura 3. Funciones de membresia de nubosidad.
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Figura 4. Funciones de membresia de temperatura maxima.
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Figura 5. Funciones de membresia de temperatura minima.



es de membresia - Humedad Relativa
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Figura 6. Funciones de membresia de humedad relativa.
Funciones de membresia - Velocidad del viento
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Figura 7. Funciones de membresia de velocidad del viento.
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Funciones de membresia - Radiacién Solar
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Figura 9. Funciones de membresia de radiacion solar.
2.2.Modelo neuronal

Se utilizaron las RNA para desarrollar este modelo, que permiten resolver problemas complejos, como sistemas
no lineales. Tomando datos histéricos de las variables de interés son capaces de aprender el comportamiento de
esos datos y replicarlo incluso si se cambia el conjunto de datos dado inicialmente. Pueden responder a situaciones
a las cuales no han sido expuestas o que tengan informacion distorsionada, generalizan a partir de casos
anteriores. Las RNA son modelos matematicos inspirados en el funcionamiento del cerebro, son aproximadores
no lineales que “imitan” el comportamiento de las redes neuronales bioldgicas. Para este modelo neuronal se
utiliza una base de datos que va desde el 1 de febrero del 2013 hasta el 30 de septiembre del 2016, donde los
datos utilizados para el entrenamiento del modelo son los que pertenecen al periodo desde el 1 de febrero del
2013 hasta el 31 de diciembre del 2015 y para la prediccion se usan los datos desde 1 de enero hasta el 30 de
septiembre del 2016. En la Figura 10 se muestra la representacion genérica del modelo neuronal.

Para el modelo neuronal desarrollado en el proyecto “Modelo de Prediccion de Radiacion Solar usando Técnicas
Inteligentes” se propone un modelo compuesto por RNA feed-forward y SOM (Mejia, 2019). Las redes SOM o
mapas auto-organizados poseen un aprendizaje no supervisado competitivo, donde no se conoce la salida del
sistema por lo que debe basarse en los datos de entradas para cumplir con el objetivo. Las redes SOM deben
identificar rasgos similares y correlaciones en los datos de entrada y agruparlos. Las redes feed-forward son un
conjunto de neuronas que reciben informacion de muchas variables, la procesan y luego dan una respuesta que
puede ser multivariable también. Ingresan los datos a través de las neuronas de la capa de entrada, y al pasar la
informacidn a la capa oculta, las neuronas reciben la suma ponderada de las entradas que estan conectadas a ella;
las conexiones entre neuronas representan un peso de conexion. Las redes feed-forward tiene un aprendizaje
supervisado, el cual involucra un ajuste de los pesos comparando la salida deseada con la respuesta de la red de
manera que el error sea minimo.

En este articulo se pretende plasmar otro modelo neuronal desarrollado con redes feed-forward que presenta un
mejor rendimiento comparado con el modelo neuronal de redes SOM vy feed-forward (Mejia, 2019). EI modelo
neuronal tiene dos capas ocultas, se hace un barrido de neuronas modificando el nimero de neuronas por capa,
se aumenta el nimero de neuronas de diez en diez y el madximo de neuronas por capa es de cien. Se prueba el
modelo cinco veces para cada combinacion, de esta forma se prueba la precision y exactitud del modelo, es decir
la repetibilidad y fidelidad de los resultados. El algoritmo de entrenamiento utilizado es el Levenberg—Marquardt.
Lo que diferencia este modelo neuronal es que solo se trabaja con una variable de entrada, la cual es horas de
brillo solar; esto se debe a que es la variable méas relevante teniendo en cuenta los célculos del coeficiente de



correlacién de Pearson de cada variable y los resultados obtenidos por el modelo difuso. La variable de salida es
radiacion solar.
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Figura 10. Representacion genérica del modelo de prediccion neuronal.
3. Resultados y discusién

En esta seccion se muestran los resultados obtenidos por los dos modelos propuestos que permiten predecir la
radiacion solar, basados en técnicas de inteligencia computacional, los cuales generan resultados de prediccion
gue conllevan a conclusiones relevantes para el estado del arte.

Los dos modelos propuestos para predecir la radiacion solar nacen como alternativas a las estimaciones
presentadas por los sistemas estadisticos y matematicos generalmente usados. A continuacién, se relacionan los
calculos correspondientes para medicion de rendimiento y eficiencia de los modelos. El rendimiento de estos
modelos se evalla estadisticamente utilizando el coeficiente de determinacion expresado como R?. Se hace uso
de la siguiente expresion para el célculo de este coeficiente:

1)
RZ=1— T — 9)?
2 —y)?

3.1. Modelo difuso

El rendimiento obtenido por el modelo difuso es el esperado con pequefios desaciertos, debido a las diversas
perturbaciones existentes en los datos que se explican a continuacion. En la Figura 11, se muestra el resultado
del modelo, la prediccion de datos de radiacion solar. En la grafica correspondiente a esta figura, se plasma una
comparacion entre los datos predichos o estimados de radiacion y los datos reales.

No se planted un suavizado de datos de entrada ni un proceso de normalizacion porque se determind que la
prediccion fuera con los datos obtenidos directamente por medicion. Los rangos de las funciones de membresia
se ajustaban de acuerdo a las escalas de datos de cada variable.



El comportamiento de los datos estimados es similar al de los datos reales, pero no son los mismos, porque el
modelo de prediccion se queda algo corto cuando hay cambios bruscos en las mediciones de radiacion solar. Se
nota que cuando se presentan picos de radiacion solar medida el modelo no los puede predecir porque las reglas
entran en conflicto entre si; se realizaron pruebas donde se definieron reglas para ciertos picos de radiacion solar
basandose en los datos de las variables de entrada para esos dias especificos con la intension de estimar la
radiacion solar en los dias definidos, pero no fue posible, porque las reglas expuestas eran redundantes o no
cumplian con su objetivo ni mejoraban el rendimiento del modelo, es por esto que las reglas de inferencia que se
probaron fueron eliminadas del modelo.
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Figura 11. Prediccion de radiacion solar obtenida por el modelo difuso.

Se calculé el coeficiente de determinacion utilizando la expresion (1). El valor obtenido fue de 0.5830. Analizando
este resultado se puede decir que el modelo es capaz de predecir mas de la mitad de los datos de radiacion solar,
gue equivalen aproximadamente a una prediccion de radiacion solar de 157 dias, teniendo en cuenta que el
conjunto de datos de validacion corresponde a 269 dias. EI modelo de prediccién desarrollado en este trabajo es
de prediccion a largo plazo, lo cual hace que sea menos causal que los modelos a corto plazo cominmente
presentados en el estado del arte.

3.2. Modelo neuronal

El rendimiento obtenido por el modelo neuronal es bueno, pero cuenta con pequefios desaciertos, esto se debe a
las diversas perturbaciones existentes en los datos que se explican a continuacion. En la Figura 12, se muestra el
resultado del submodelo que presentd un mejor rendimiento, el modelo que cuenta con 20 neuronas en la primera
capa oculta y 10 neuronas en la segunda capa. En la gréafica correspondiente a esta figura, se plasma una
comparacion entre los datos predichos o estimados de radiacion y los datos reales.

No se planted un suavizado de datos de entrada ni un proceso de normalizacion porque los resultados que
proporcionaban eran ligeramente mejores o0 iguales a los datos reales sin procesar asi que se considerd que no
valian la pena. En la Tabla 1 se relacionan los resultados mas relevantes obtenidos por el modelo neuronal
calculando el coeficiente de determinacion utilizando la Ecuacién 1; en dicha tabla se resalta el mejor resultado,
el cuél es el submodelo que cuenta con 20 neuronas en la primera capa oculta y 10 neuronas en la segunda capa
porque obtiene un buen resultado y el submodelo es preciso, hay repetibilidad en los resultados.



Los datos de radiacion solar estimados por el modelo neuronal presentan un comportamiento analogo al de los
datos reales de radiacion solar, pero no es igual debido a que el modelo de prediccion neuronal no alcanza los
valores de radiacion solar cuando hay cambios bruscos en las mediciones de radiacion solar de un dia a otro.
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Figura 12. Prediccion de radiacion solar obtenida por el modelo neuronal con 20 neuronas en la primer capa oculta
y 10 neuronas en la segunda capa oculta.

Como se expresd con anterioridad el modelo neuronal con mejor rendimiento es el que posee 20 neuronas en la
primer capa oculta y 10 neuronas en la segunda capa oculta. El resultado obtenido fue de 0,2158. Analizando este
resultado se puede decir que el modelo neuronal es capaz de predecir mas del 20% de los datos de radiacién solar,
gue equivalen aproximadamente a una prediccion de radiacion solar de 58 dias, teniendo en cuenta que el
conjunto de datos de validacion corresponde a 269 dias. Se debe tener en cuenta que la prediccion es a largo
plazo y estos resultados son muy relevantes. Ademas, este modelo neuronal presenta un mejor resultado que el
modelo neuronal con redes SOM y feed-forward planteado en el proyecto “Modelo de Prediccion de Radiacion
Solar usando Técnicas Inteligentes”, pero se debe indicar que coinciden en la cantidad de neuronas en las capas
ocultas que poseen los submodelos con mejor rendimiento.

Tabla 1. Resultados relevantes del modelo neuronal con una variable de entrada.

Capa Oculta Capa de Entrada Coeficiente de determinacion (R?)
NUmero de neuronas | Numero de entradas Entrenamiento Prueba
Capa 1l Capa 2 # Minimo Méaximo Minimo | Maximo
20 0 1 0,2783 0,292 0,1931 0,2187
20 10 1 0,2929 0,3001 0,2132 0,2158
50 10 1 0,3076 0,3179 0,2031 0,2169
10 20 1 0,2897 0,2914 0,1211 0,2236
30 20 1 0,2946 0,325 -0,0508 | -0,0166
60 20 1 0,3168 0,3294 0,0142 0,0567
40 50 1 0,3104 0,3235 -0,2235 -0,04
30 70 1 0,3121 0,3183 -0,1378 0,2434
20 80 1 0,295 0,315 0,0733 0,0988
40 90 1 0,3232 0,3355 -0,2555 0,1863
50 100 1 0,2814 0,339 -0,2717 0,1341




4. Conclusiones

Se implementaron los modelos propuestos de prediccion de radiacion solar, un modelo usando redes neuronales
artificiales y el otro empleando l6gica difusa. Con estos modelos se pretende aumentar el interés por la estimacion
de datos meteorol6gicos mediante técnicas basadas en principios de inteligencia artificial que permitan el
pronostico de datos cuya medicidn sea costosa y compleja; ademas de surgir como una alternativa a los modelos
clasicos. Los datos fueron facilitados por IDEAM y provienen de estaciones meteorolégicas reguladas y
certificadas. Se tomo la decisidn de utilizar los datos que provienen de la estacién meteoroldgica del Aeropuerto
Benito Salas, excepto los de radiacion solar ya que esta estacion no cuenta con datos actualizados. Para los datos
de radiacion solar se tomaron los medidos por la estacion La Plata. Se aplica un preprocesamiento el cual elimina
los datos incompletos; este método toma los dias que presentan una radiacién solar menor de 10, luego busca
esos mismos dias en las series temporales de todas las variables meteoroldgicas y los elimina.

El modelo neuronal se implemento usando redes feed-forward. EI modelo cuenta con aprendizaje supervisado.
La red feed-forward cuenta con 2 capas ocultas y algoritmo de entrenamiento Levenberg—Marquardt; se hace un
barrido del nimero de neuronas de las capas ocultas, el cual se aumenta de diez en diez hasta llegar a cien en
cada capa, este proceso permite identificar con que combinacion se obtiene un mejor resultado. Se realizan
pruebas del modelo neuronal cinco veces para cada combinacién para identificar la precision y exactitud del
modelo. Para este modelo solo se utiliza la variable horas de brillo solar, se toma a partir del analisis de variables
relevantes y los resultados obtenidos del modelo difuso. EI modelo neuronal puede llegar a estimar valores
cercanos de radiacidn solar en algunos dias. EI mejor rendimiento del modelo neuronal fue el que se obtuvo con
20 neuronas en la primera capa oculta y 10 neuronas en la segunda capa. La prediccion fue del 21,58%, esto
refleja un resultado bueno teniendo en cuenta que es prediccion a largo plazo, ademas de que solamente se usé
una variable de entrada. Esto difiere del resultado obtenido por el modelo propuesto en el articulo “Solar
Radiation Prediction Using Radial Basis Function Models” donde afirman que los modelos con mayor nimero
de variables de entrada, independientemente de del nimero de neuronas proporcionan una mejor prediccion
(Mutaz T & Ahmad, 2015). Aunque el resultado del modelo neuronal feed-forward con una variable de entada
es mejor al obtenido por el modelo neuronal desarrollado con redes SOM vy feed-forward, se debe indicar que
ambos modelos cuentan con el mismo nimero de neuronas en las dos capas ocultas, lo que permite concluir que
la combinacion de neuronas mas eficiente es 20 neuronas para la primer capa y 10 neuronas para la segunda capa.

Para el modelo difuso se disefi6 un sistema de tipo Mamdani, con siete variables de entrada y una de salida. Cada
variable cuenta con cinco funciones de membresia, excepto nubosidad la cual tiene seis funciones. Se definieron
claramente los rangos de cada variable para poder distribuir las funciones de membresia de tal forma que quedaran
superpuestas y asi evitar incertidumbres. Se optd por funciones gaussianas tipo 1 para las entradas y gaussianas
tipo 2 para la salida ya que los datos estan acotados, ademas de que la seccion de mayor relevancia puede ser
determinada por un conjunto de datos y no un dato especifico. La cantidad de funciones y la distribucion de estas
se pudo definir graficando la frecuencia de los datos de cada variable. EI modelo difuso obtuvo una prediccion
de radiacion solar del 58.3%. Esto indica que el modelo es capaz de predecir la radiacion solar de 157 dias. Fue
una decision muy acertada implementar las funciones de membresia basandose en las gréficas de frecuencia de
cada variable, ya que con esas gréaficas se pudo definir la distribucién de las funciones y el nimero de estas para
cada variable.

Si se comparan directamente ambos modelos, neuronal y difuso, el modelo difuso es mejor. EI modelo difuso
permite estimar datos muy cercanos a los datos medidos. A pesar de que no puede estimar los valores criticos de
radiacion solar, se evidencia que para esos dias estima datos medios; esto es una ventaja porque asegura valores
de radiacién solar para esos dias que son por debajo a los reales, por lo que si se obtienen valores de radiacion
solar mayores a los pronosticados puede generar ganancias. EI modelo neuronal también predice datos de
radiacion solar muy cercanos a los medidos, pero no en su totalidad, aunque los resultados fueron bastante
relevantes teniendo en cuenta que solo se us6 una variable de entrada y no se hizo preprocesamiento de datos.
Como se ha venido mencionando, todos los resultados obtenidos son relevantes e importantes aportes al estado



del arte. El modelo neuronal es un modelo interesante que se puede seguir probando hasta conseguir los resultados
esperados, la clave consiste en persistir. Lo mismo ocurre con el modelo difuso, el cual puede ser mucho méas
preciso. Como afirmaba Thomas Edison: “no son fracasos, son intentos”. Esta investigacion debe continuar para
obtener resultados mejores, ademas de seguir contribuyendo al desarrollo cientifico y promover el interés en la
prediccidn de datos meteorolégicos.
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Nomenclatura

y;= Datos reales.
;= Datos estimados.
y = Media de datos.
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